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Abstract

We investigate the problem of parsing the
noisy language of social media. We evalu-
ate four Wall-Street-Journal-trained statis-
tical parsers (Berkeley, Brown, Malt and
MST) on a new dataset containing 1,000
phrase structure trees for sentences from
microblogs (tweets) and discussion forum
posts. We compare the four parsers on
their ability to produce Stanford depen-
dencies for these Web 2.0 sentences. We
find that the parsers have a particular prob-
lem with tweets and that a substantial part
of this problem is related to POS tagging
accuracy. We attempt three retraining ex-
periments involving Malt, Brown and an
in-house Berkeley-style parser and obtain
a statistically significant improvement for
all three parsers.

Introduction

social media is particularly challenging since Web
2.0 is not really a domain, consisting, as it does,
of utterances from a wide variety of speakers from
different geographical and social backgrounds.
Foster (2010) carried out a pilot study on this
topic by investigating the performance of the
Berkeley parser (Petrov et al., 2006) on sentences
taken from a sports discussion forum. Each mis-
parsed sentence was examined manually and a
list of problematic phenomena identified. We
extend this work by looking at a larger dataset
consisting not only of discussion forum posts
but also microblogs or tweets. We extend the
parser evaluation to the Brown reranking parser
(Charniak and Johnson, 2005), MaltParser (Nivre
et al., 2006) and MSTParser (McDonald et al.,
2005), and we examine the ability of all four
parsers to recover typed Stanford dependencies
(de Marneffe et al., 2006). The relative ranking
of the four parsers confirms the results of pre-
vious Stanford-dependency-based parser evalua-
tions on other datasets (Cer et al., 2010; Petrov

With the explosive growth in social media, nat- €t al., 2010). Furthermore, our study shows that
ural language processing technologies, includinghe sentences in tweets are harder to parse than the
parsers, need to adapt to reflect the linguisticentences from the discussion forum, despite their
changes brought about by new forms of onlineshorter length and that a large contributing factor
communication. The availability of the Penn Tree-is the high part-of-speech tagging error rate.

bank has encouraged much research in supervised Foster’s work also included a targeted approach
parsing for English and facilitated comparision be-to improving parser performance by modifying
tween parsers. This has led to impressive perforthe Penn Treebank trees to reflect observed dif-
mance for in-domain parsing. Some progress haferences between Wall Street Journal (WSJ) sen-
also been achieved in adapting parsers to new daences and discussion forum sentences (subject el-
mains using semi-supervised and unsupervised afipsis, non-standard capitalisation, etc.). We ap-
proaches involving some labelled source domairproach the problem from a different perspective,
training data, little, if any, labelled target domain by seeing how far we can get by exploiting unla-
data and large quantities of unlabelled target dobelled target domain data. We employ three types
main data. Much of the work on parser adapta-of parser retraining, namely, 1) the McClosky et al.
tion has focused on biomedical text and question$2006) self-training protocol, 2) uptraining of Malt

- very little has focused on the informal languageusing dependency trees produced by a slightly
prevalent in much of the user-generated content ahore accurate phrase structure parser (Petrov et
Web 2.0. Domain adaptation to the language o#l., 2010), and 3) PCFG-LA self-training (Huang
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and Harper, 2009). We combine the benefits of th&.1 Tweets

dependency parsing uptraining work of Petrov €Hand-Corrected Parse Trees 60 million tweets

al. and the_ s:elf-training protocol of McClosky et on 50 topics encompassing politics, business,

aI._by retralplng Malt on trees produced by a Self'sport and entertainment, were collected using the

tralned.versmn of th_e Brown parser. ublic Twitter API between February and May
We find that considerable improvements can b 009 (Bermingham and Smeaton, 2010). The mi-

obtained when discussion forum data is used as théeroblog section of the Web 2.0 treebank contains

source of additional training material, and MOreg ;g sentences taken from this corpus. The devel-

modest improvements when Twitter data is useOIopment set contains 269 sentences and the test set

Gra}mmars l;[raln_le_zd_ on (tjhe dlscusr,]smn forum dat%ontains 250. Hyperlinks and usernames were re-
perform well on Twitter data, but the reverse is nOthaced by the generic namesiname and User-

the case. For Malt, we obtain an absolute LAS 'n'namerespectively, and the tweets were split by

0 : :
crease of 8.8% or} theodlscushsmn f_orurr:j data a‘nﬂand into sentences. Tweets containing just a hy-
an improvement of 5.6% on the Twitter data. I:orperlink were not included in the treebank. For the

Brown, we obtain an absolute f-score IMPrOVe- est of this paper, we refer to the development set

ment of 2.4% on the discussion forum data andasTwitterDevand the test set aawitterTest
an increase of 1.7% on Twitter. For the Berkeley-

style parser that we use in the PCFG-LA self-Unannotated Sentences From the full Twitter

training experiment, the f-score improvements areorpus, we constructed a sub-corpus of approx-

4.7% and 1.2% respectively. imately 1 million tweets. As with the treebank
The novel contributions of the paper are: tweets, hyperlinks were replaced by the term

1. A new dataset consisting of 1,000 hamd_UrIname and usernames blsername Tweets

with more than one non-ASCIl character were
corrected phrase structure parse trees for sen-

. o removed, and the remaining tweets were passed
tences from two types of social media (discus- . .
. through our in-house sentence splitter and to-
sion forums and tweets).

2 A detailed luati f i | keniser, resulting in a corpus of 1,401,533 sen-
- A : etailed eva uatpn of four popular WSJ- tences. We refer to this as tiwitterTraincorpus.
trained parsers on this new dataset.

3. An investigation of how well the most success-2.2 Discussion Forum Comments

ful unsupervised parser adaptation methods perHand-Corrected Parse Trees The discussion

];zglrl\yog Lholfnr;?r\]/v i(:eiltsaisrﬁgo‘?t:ﬁtenvgtet)ozég;r:ztfqrum section of t_he Web 2.0 treebank is an ext_en-
that the metho d’s that have been developed fSion of that described in Foster (2010). It contains
. . . . 81 sentences taken from two threads on the BBC

more cIe_arIy defined d"”?a'”s will work with- Sport 606 discussion forum in November 2009.

out (.:arryln.g out the exper.lm'ents. _ _ As with the tweets, the discussion forum posts
4. A d|§cu33|on of the main issues involved inere split into sentences by hand. The develop-

parsing Web 2.0 text. ment set contains 258 sentences and the test set

The new dataset is discussedihand the base- 223. For the remainder of the paper, we use the
line parser evaluation is detailed§8. The retrain- termFootballDevto refer to this development set
ing experiments are described§#. §5 contains a and the terntootballTestto refer to the test set.

discussion of how this work could be extended. Unannotated Sentences The same discussion

2 \Web 2.0 Data forum that was used to creafotballDev and
FootballTestwas scraped during the final quar-
Our Web 2.0 dataset, summarised in Table 1, conger of 2010. The content was stripped of HTML
sists of a small treebank of 1,000 hand'correcteq’narkup and passed through an in-house sentence
phrase structure parse trees and two larger Cokplitter and tokeniser, resulting in a corpus of

pora of unannotated sentences. The sentences 109,646 sentences. We call this tReotball-
the treebank originate from discussion forum com-trajn corpus.

ments and microblogs (tweets). The sentences in

the |arger corpora are taken from the same sources ht t p: /1w, bbe. co. uk/ dnal 606/ F152640752t hr ead=

7065503&show=50 and http://ww. bbc. co. uk/ dna/ 606/
as the treebank sentences. F15265997?t hr ead=70661968&show=50
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CorpusName [ #Sen SLMean | SLMed. | o Parser | F-Score | POS Acc.
TwitterDev 269 111 10 6.4 WSJ22
TwitterTest 250 11.4 10 6.8 -
TwitterTrain | 1,401,533 | 8.6 7 6.1 Berkeley Own Tagging | 90.0 96.5
FootballDev | 258 17.7 14 13.9 Berkeley Predicted Tags 89.0 96.6
FootballTe;t 223 16.1 14 9.7 Berke|ey Gold Tags 90.0 99.7
FootballTrain | 1,009,646 | 15.4 12 13.3 Brown 91.9 96.3
. . FootballDev
Table 1: Basic Statistics on the Web 2.0 datasets: gegrkeley Gwn Tagging | 79.0 972
number of sentences, average sentence length, me-| Berkeley Predicted Tag$ 78.8 92.7
dian sentence length and standard deviation Berkeley Gold Tags | 815 | 98.0
Brown 79.7 93.5
TwitterDev
. Berkeley Own Tagging | 71.1 84.1
2.3 Annotation Berkeley Predicted Tags 70.1 84.1
. . Berkeley Gold Tags 76.5 97.2
The sentences in the Web 2.0 treebamitter- Brown Y 9 73.8 85.5

Dev/Testand FootballDev/Tegt were first parsed

automatically using an implementation of the Table 2: Evalb Results for Berkeley and Brown
Collins Model 2 generative statistical parser

(Bikel, 2004). They were then corrected by hand

by one annotator, using as a reference the PenMST (McDonald et al., 2005) We use the set-

; - . tings described in Nivre et al. (2010).
Treebank (PTB) bracketing guidelines (Bies et al., Our training data consists §02-21 of the WSJ

1995) and the PTB trees themselves. For struc-

tures which do not appear in the PTB, new anno_sectlon of the PTB (Marcus et al., 1994). Although

tation decisions needed to be made. An example igur main aim in this experimentis to establish how

the annotation of hyperlinks in tweets. These werg' ell WSJ-trained parsers perform on our new Web

. : 2.0 dataset, we also report performance $@2
annotated as proper nouns in a single word noufl port p §
s a reference. We use Parseval labelled f-score

phrase, and, if occurring at the end of a tweet, Wert the two bh ruct Wi
attached in the same way as a nominal adverbial. 0 compare the fwo phrase StLcture parsers. e
then compare all four parsers by training the de-

The annotator went through the dataset twice

endency parsers on WSJ phrase structure trees

and a second annotator then annotated 10% of the
- . X converted to labelled dependency trees and by
sentences (divided equally between discussion fo- .
converting the output of the two phrase structure

rum posts and tweets). Agreement between the
parsers to labelled dependency trees. For the de-

o 0
two annotators on labelled bracketing is 94.2%. endency evaluation, we use the CONLL evalua-

The sources of the disagreements involved 1) thgOn metrics of labelled attachment score (LAS)

PTB bracketing guidelines leaving open more thanand unlabelled attachment score (UAS).

one annotation option (usually placement of ad- The labelled dependency scheme that we use is
verbs), 2) (almost) agrammatical fragments (e'gthe Stanford basic dependency scheme (de Marn-
ziﬁwﬁeﬁgsgsi (Zr(é;l]v;;r:énga) and 3) effe et al., 2006). We experiment with the use of
~ ' gold POS tags, POS tags obtained using a POS
tagger (Giménez and Marquez, 2004) and, for the
phrase structure parsers, POS tags produced by the

We first evaluate four widely used WSJ-trainedParsers themselves. The Brown parser always per-

statistical parsers on our new Web 2.0 datasets: forms its own POS tagging. The Berkeley parser
can be supplied with POS tags but it is not guar-

Berkeley (Petrov et al., 2006) We train a anteed to use them — trees containing the supplied
PCFG-LA using 6 iterations and we run the parseiPOS tag for a given word may be removed from
in accuratemode. the chart during coarse-to-fine prunifig.

3 Baseline Evaluation

Brown (Charniak and Johnson, 2005) Weem- 3.1 Results

ploy this parser in its out-of-the-box settings.  Table 2 shows the Parseval f-score and part-of-

speech (POS) tagging accuracy for the Berkele
Malt (Nivre et al., 2006) We use thestacklazy speech (POS) tagging y y

algorithm described in Nivre et al. (2009). We ’In the interest of replicability, detailed informa-
. i | if h he f . tion on experimental settings is available &t tp:

train a linear classifier where the feature interac; /¢t . conputi ng. dcu. i e/ publ i cat i ons/

tions are modelled explicitly. foster_ijcnlpll. htm.
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Parser LAS UAS LAS UAS LAS UAS :

W£J22 | Footb|aIIDev | TWitt|erDev | 321 POS Taggmg
Berk O 90.5 | 93.2 79.8 | 84.8 68.9 | 75.1 R H H R P
bk || 899 | 925 || 801 | 8as || 682 | 722 Somethl_ng we notice in Tables 2 and 3 is the dlf-_
Brown || 915 | 942 || 820 | 863 || 714 | 773 ference in parsing accuracy between the scenario
Malt P 88.0 | 90.6 76.1 | 815 67.3 | 73.6 . . . . .
MsTP || 888 | 913 || 764 | 811 || 68.1 | 7338 in which the parser is supplied with the correct
Berk G 91.6 | 93.4 83.1 | 86.4 76.8 | 80.8 i i i
MaltG || 90.0 | 91.6 || 80.4 | 83.7 || 78.3 | 816 POS t_ag for ea_Ch \_Nord .|n thg input s.trlng-and the
MSTG || 90.7 | 92.3 || 80.8 | 83.4 || 78.4 | 81.3 realistic scenarios in which it is supplied with POS

tags produced by a POS tagger or in which it pro-
Table 3: Dependency Evaluation Results: O (Owrduces the POS tags as part of the parsing process.
Tagging), P (Predicted Input from POS Tagger), Git is clear from this difference that a proportion of
(Gold Tags) the parsing errors can be attributed to POS tagging

errors, and it is also clear that this proportion is

and Brown parsers on the three development%ets_greater for the out-of-domain Web 2.0 text than it

We observe the following: Twitter data is harder'S for the in-domain WSJ text. The proportion of

to parse than the discussion forum data; parsl_Jnknown words in the development sets already

ing accuracy is slightly higher when the Berke.- ells us something: 2.8% of the tokensWiSJ22

ley parser does its own POS tagging than when go not occur iNWSJ2-21compared to 6.8% for

pipeline model is employed; POS errors are a big_FootbaIIDevand 16.6% fofTwitterDev*

ger problem for the Web 2.0 datasets than for the We look in more detail at the POS t_agging er
in-domain test set, particularly fdwitterDev rors produced by the Berkeley parser in own tag-

The LAS and UAS scores for all four parsersging mode, the Brown parser and SVMTool (the

are presented in Table 3. The relative ranking OPOSI_taggerlused (T t?? Msllt, MSThand Berkeley
the four parsers is the same as that reported in célpe '22)5%' ns_tea of looking at the m?St CO”;]'

et al. (2010). One striking aspect of the results ig"on tagging errors, we _attempt_ to.ocate the
the bigger performance discrepancy between thidgging errors that are associated with inaccurate

phrase structure and dependency parsers for tHO rase structure trees. For each POS confusion

discussion forum data than for the Twitter data. Tt occurts m(t)re th?_ns ;uhmes :nche ][:)artlcular def—
There is also a bigger performance discrepanc clopment set, we find the relalive frequency o

between LAS and UAS for the Web 2.0 data than his confusion in sentences receiving a Parseval

for the WSJ data — this could be related to thef-score under 70.0. We then order the POS con-

fact that the Stanford converter has been developef(!i'Slons by these relative frequencies. The top-

using Penn Treebank trees, and it is certainly re[ﬁnkmg confusions (%ollizllsys.tem) common to al
lated to POS tagging accuracy since the differencd"€€ Systems are as follows:
is less pronounced when the input to the parsers \ns322 NNS/ VBZ. VBZ/ NNS

is gold POS tags. In gold tag mode, the depenZ- FootballDev RB/ JJ. RB/ RP. VB/ VBP
dency parsers achieve slightly higher performance” ’ ’
. TwitterDev ~ JJ/ NNP, NN VB, NNP/ VB,

than the Berkeley parser for the Twitter data. Thid
might have something to do with the 97% POS NNP/ JJ, VBZ/ NNS

tagging accuracy for Berkeley gold tagging mOdeThe tendency for the noun/verb confusion that we

(see Table 2) but this cannot be the whole Storysee inWSJ22and TwitterDevto affect parser ac-

since we do not see the same trend for the discu%-

. ) uracy has been documented before (Dalrymple,
sion forum data even though POS tagging aCCu'2006). The following is &witterDevexample:
racy is not 100% here either.

(FRAG
(NP (JJ Usernane)

3.2 Error Analysis (S (NP (3] fantastic))

In order to better understand the results in Tables 2 1N (_(V:D) § VB win))))

and 3, we examine POS confusions for the three

datasets and we provide a breakdown Of parsing The RB/JJCOHfUSiOh inFOOtba”Devcan be ex-

performance by dependency type. plained by the tendency of some posters to drop

- the -ly suffix on adverbs (e.gplayedbad). The
3The Brown parser makes use of non-PTB tagstomark

auxiliary verbs AUX andAUXG). We take this difference into “The tokendJsernamendUrinameare unknown and oc-
account when calculating POS tagging accuracy. cur repeatedly. But even discounting these, the ratio 3%4.
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prominence ofNNP in TwitterDevis interesting

and suggests, for one thing, that less emphasis*] —  [awem
should be placed on capitalisation in the tagging — ] ] ® TeR
of unknown words: " | -

(S 8 [

(NP (NNP grrr))
(: ...)
(VP (VB spotify)
(PP (INin)
(NP sone kind of .
infinite update loop))))

40

o
8 o | o o o
© © o 0

3 . 2 . 2 Stanford DependenCieS - berk6_own candj_own malt_predicted mst_predicted

M| © n| ©
o @ S| @

86.39
72.76
88.39
73.24

© 0
<4 I2
@ ©
© ©

95.14

We analyse the deprel+attachment f-scores of the

best non-gold-tagged configuration of each parser. Figure 1: F-scores fansubj
This means that for the Berkeley parser we use the

version that performs its own tagging.

For most of the dependency types there is
general trend as exemplified in Figure 1: fo
each of the three datasets, the relation Brawn .

Berk > MSTParser> MaltParser holds. The 4 Making Use of Unlabelled Data
WSJ22results are around 5-10% absolute bet-One approach to the parser domain adaptation
ter than theFootballDev results while the drop problem is to train a new system using large quan-
for TwitterDevis in the 15-20% range on aver- tities of automatically parsed target domain text.
age. Frequent dependencies like nominal subWe experiment with two retraining methodself-
jects fsubj ), direct objects dobj ), adverbial training in which the training data of the parser we
clauses ddvcl ), copulars, open complements are attempting to adapt is augmented by adding
(xconp), prepositional modifiers follow this trees produced by the same parser for the sen-
trend. The relationglet, r oot, aux, pobj, tences in our unannotated target domain corpus,
poOsSs, possessi ve,neg are easy to recover in anduptraining in which the training set of a less
all datasets, with no big drops observed Foot-  accurate parser is augmented with trees for the
ballDev or TwitterDev For adjectival modifiers unannotated corpus sentences produced by a more
(anod), adverbial modifiersgdvnod), and com- accurate parser.

plements ¢onpl ), the decreasing pattern over

the three datasets holds but the dependency parsétd  Charniak and Johnson Self-Training
outperform the constituency parsers. McClosky et al. (2006) demonstrate that a WSJ-

Coordination is one of the harder relations to re-trained parser can be adapted to the fiction do-
cover. According to the Stanford scheme, the firsmains of the Brown corpus by performing a type
conjunct is the head of the coordination. The con-of self-training that involves the use of the Brown
junction is attached to the head via the relation  parser. Their training protocol is as follows: sen-
and the other conjuncts are attached viadbaj tences from the LA Times are parsed using the
relation. ForwSJ22 the phrase structure parser first-stage parser and reranked in the second stage.
scores are around 85% foc and slightly lower These parse trees are added to the original WSJ
for conj , and the dependency parsers scores areaining set and théirst-stageparser is retrained.
around 80% forcc and 71% forconj . For the The sentences from the target domain, in this case,
Web 2.0 data the scores decrease fréf$J22 Brown corpus sentences are then parsed using the
to FootballDev but increase again fofwitter- newly trained first-stage parser and reranked us-
Dev. The drop in performance fdfootballDevis ing the original reranker, resulting in a perfor-
in line with Foster's (2010) observation that the mance jump from 85.2% to 87.8%. One of the
discussion forum data contain difficult coordina-factors that make this training protocol effective
tion cases involving coordination of unlike con- are the non-generative features in the discrimina-
stituents. It is possible that the length of the Twit-tive reranker (McClosky et al., 2008), and the use
ter sentences acts as a natural inhibitor to suchf the reranker means that this method is not a pure

gases. We also note that Brown clearly outper-
rforms the other parsers dmvitterDev
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sentences from QuestionBank (Judge et al., 2006)
as their test data. They find that deterministic
dependency parsers such as MaltParser suffer
more from the domain differences between Ques-
tionBank and WSJ than phrase structure parsers
such as the Berkeley parser. They then attempt to
ch improve the accuracy of MaltParser on questions
=1xWsJ| | by training it on questions parsed by the Berkeley
W) parser, arguing that the linear time complexity
791 l of a parser such as Malt is needed for real-time

0 200400 600 800 1000 processing of web data. They demonstrate that the

e U L e ) same improvement in accuracy can be obtained
by using 100,000 automatically parsed questions
as can be obtained using 2,000 manually parsed
QuestionBank trees.

- We perform two uptraining experiments. In the

< ¢ first, we retrain MaltParser using a combination of

b WSJ02-21and trees produced by Brown for sen-
tences in th&ootballTrainor TwitterTraincorpora

(we call thisvanilla uptraining. In the second

74 =-1x WSJ | —

N +-2X WSJ and novel approach, we useself-trainedBrown

’s grammar to parse the trees for uptraining (we call

0 200 400 600 800 thisdomain-adapted uptraining For all configu-
rations, the POS tagger, SVMTool, is retrained on
the same data as MaltParser.

The results of the uptraining experiments show

Figure 2: Brown self-training results that significant improvements are obtained for
both types of uptraining, but as expected, the
domain-adapted uptraining is superior. The graph

Self-training one, but rather atype of uptraining. in F|g 3 shows that the beﬁ)otba”Devgram-

We apply the procedure McClosky at el. to de-mar is obtained using domain-adapted uptraining
termine whether the performance of Brown canyith 350,000 FootballTrain trees and one copy
be improved on Web 2.0 data. The top graphof WSJ02-21(an improvement of 5.7% over the
in Figure 2 shows the results obtained f@ot-  paseline). The corresponding Twitter graph (not
ballDevwhen the first-stage parser is retrained orshown due to lack of space) shows that an im-
various combinations 6VSJ02-21and parse trees provement of 4.6% can be obtained BritterDev
produced by the reranking parser for sentences iflsing domain-adapted uptraining with 200,000

FootballTrain  The bottom graph represents theTwitterTraintrees and one copy /SJ02-21
f-scores forTwitterDevusing TwitterTraininstead

of FootballTrain Itis clear from the top graph that 4.3 Latent Variable Self-Training

adding material fromFootballTrain results in &  gxperiments with pure self-training, i.e. training
significant improvement over the baseline f-scores, parser on its own output, have had mixed results
of 79.7. The highest f-score is 83.8, obtained usingyer the years. Charniak (1997), Steedman et al.
two copies oMWSJ2-21and 500,000-0otballTrain  (2003) and Plank (2009) provide evidence that it
trees. The improvements achieved usivgtter- s ot effective, whereas the experiments of Re-
Train are less pronounced, with an absolute imychart and Rappoport (2007), Huang and Harper
provement of 2.4% obtained using 600,000it-  (2009) and Sagae (2010) suggest that it can be use-
terTraintrees and two copies SJ02-21 ful. Huang and Harper (2009) are the first to ap-

80

Evalb f-score (football dev)

7

76

75 ] ‘ R A

Evalb f-score (twitter dev)

TwitterTrain size (thousands)

4.2 Malt Uptraining >The Brown grammar used for domain-adapted uptrain-

ing is trained on the first half ofootballTrain and Twitter-
Petrov et al. (2010) perform a 'Stanford.- Train. We parse the second halfledotballTrainand Twitter-
dependency-based parser evaluation,  withrainfor both types of uptraining.
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Grammar | FootballTest | TwitterTest | WSJ23
Charniak and Johnson self-training (F-Score)
82% Baseline 81.2 73.3 91.4
© 810 Best FootballDev 83.6* 75.0* 91.1*
8 Best TwitterDev 81.0 T4.7* 91.1*
g 80% Latent variable PCFG self-training (F-Score)
e 5 Baseline 7.7 69.5 89.8
£ 9% Best FootballDev 82.4* 70.6* 89.4*
8 - =V 1XWSJ Best TwitterDev 81.7* 70.7 89.6
S -V 2xWsd [ | Malt uptraining (LAS)
2 770 *DIxWSJ| | Baseline 71.8 64.1 87.7
= "4-D 2xWSJ Best FootballDev 80.6* 69.7* 86.5*
= ( [ ] Best TwitterDev 76.7* 68.2* 87.1*

0 50 100 150 200 250 300 350
Table 4: Test Set Results

FootballTrain size (thousands)

respondingTwitterTrain graph is not shown for
Figure 3: Malt uptraining LAS results fdfoot-  space reasons. TA&vitterTrainimprovements are
ballDev. V stands for Vanilla Uptraining and D more modest, with an f-score increase of approxi-
for Domain-Adapted Uptraining mately 2% onTwitterDev

4.4 Test Set Results

For each of our three retraining experiments, we
take the best grammar fdfootballDev and the
best grammar fofwitterDevand apply them to the
three test sets. In the PCFG-LA self-training ex-
periments, d&ootballTrain grammar actually out-
performs allTwitterTraingrammars offwitterDev

Evalb f-score (football dev)

80 J = wsI and so we use this for final testing. The results are

704 e 2x WSJ || provided in Table 4. Statistically significant dif-

- l ferences between the relevant baseline are marked
0 100 200 300 400 500 with an asterisk.

FootballTrain size (thousands) 5 Discussion
Parser retraining The variance in the size of
Figure 4: PCFG-LA self-training results improvements between the development and test
sets (a greater improvement for Malt uptrain-
ing and a smaller improvement for Brown self-
ply self-training using a PCFG-LA — with posi- training) and the fact that, for Brown and Malt, the
tive results. They argue that self-training works inbest grammar ofdwitterDevis outperformed on
this scenario because the additional training datawitterTesty the best grammar drootballDevis
prevents the split-merge process from overfitting. most likely due to the small size of the datasets.

We apply the self-training method of Huang However, the results are promising, and clearly
and Harper to our new datasets. Like Huang an@lemonstrate that unlabelled user-generated con-
Harper, we use our own PCFG-LA parser becaustent can be used to improve parser accuracy.
the trainer is multi-threaded, allowing us to han- The reasons for the improvements yielded by
dle the computation needed to train a PCFG-LAthe three types of retraining need to be deter-
on large corpora. We train a 6-iteration PCFG-LAMined® The underperformance of thEwitter-
usingWSJ02-21and use it to parse theootball- ~ Train material in comparison to thieootballTrain
Train and TwitterTrain corpora. We then add the material suggests that sample selection involving
automatically parsed material to our WSJ train-language and topic identification needs to be ap-
ing set and retrain more 6-iteration PCFG-LAs.plied before parser retraining. We also intend
The result forFootballDevusing FootballTrainis ~ to test the combination of PCFG-LA self-training
shown in Table 4. We achieve an absolute f-SCOr€ sgqq Foster et al. (2011) for a preliminary analysis of the
improvement of 5.5% omrootballDev The cor- effect of Malt uptraining on sentences frofwitterDev
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and product grammar parsing described in Huan@witchboard, as well as Ontonotes 4.0, which has
et al. (2010) on our Web 2.0 dataset. recently been released and which contains syntac-

L . tically annotated web text (300k words).
Combination Parsing Several successful pars-

ing methods have employed multiple parsing modMore Parser Evaluation The cross-parser eval-
els, combined using techniques such as votingyation we have presented in the first half of the
stacking and product models (Henderson andaper is by no means exhaustive. For exam-
Brill, 2000; Nivre and McDonald, 2008; Petrov, ple, to measure the positive effect of discrimina-
2010). An ensemble approach to parsing seemiéve reranking, the first-stage Brown parser should
particularly appropriate for the linguistic melting also be included in the evaluation. Other statis-
pot of Web 2.0, as does the related idea of selectintjcal parsers could be evaluated, and it would be
a model based on characteristics of the input. Fointeresting to examine the performance of sys-
example, a preliminary error analysis of the Malttems which employ hand-crafted grammars and
uptraining results shows that coordination cases itreebank-trained disambiguators in order to deter-
TwitterDevare helped more by grammars trainedmine whether a system less tuned to the PTB is
on FootballTrainthan onTwitterTrain suggesting More appropriate for this kind of heterogeneous
that sentences containing a conjunction should béata (Plank and van Noord, 2010). We have em-
directed to aFootballTrain grammar. McClosky ployed the Stanford dependencies in this work —-
et al. (2010) use linear regression to determin@ther labelled dependency schemes are available
the correct mix of training material for a partic- and it might be informative to examine the relative
ular document. We intend to experiment with thisperformance of the parsers from the perspective
idea in the context of Web 2.0 parsing. of many such schemes rather than just one. Gold

standard dependency annotations for the new sen-
Preprocessing Foster (2010) and Gadde et al. tences would also be a bonus.

(2011) report improved parsing and tagging per-

formance when the input data is normalised beAcknowledgements
fore processing, This work employs very little
data cleaning and future work will involve ex-
ploring the interaction between preprocessing an
parser retraining. Hyperlinks and usernames i
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