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Abstract

Recent research on multilingual statisti-
cal machine translation focuses on the us-
age ofpivot languagesn order to over-
come resource limitations for certain lan-
guage pairs. This paper provides new in-
sights into what factors make a good pivot
language and investigates the impact of
these factors on the overall pivot transla-
tion performance. Pivot-based SMT ex-
periments translating between 22 Indo-
European and Asian languages were used
to analyze the impact of eight factotar-
guage familyvocabulary sentence length
language perplexitytranslation model en-
tropy, reordering monotonicity engine
performancg on pivot translation perfor-
mance. The results showed that 81% of
system performance variations can be ex-
plained by these factors.

I ntroduction

limited amount of bilingual resources is available,
thepivot translationapproach makes use of a third
language that is more appropriate due to the avail-
ability of more bilingual corpora and/or its relat-
edness towards either the source or the target lan-
guage. For most recent research effdasglishis

the pivot language of choice due to the richness of
available language resources. However, recent re-
search on pivot translation has shown that the us-
age of non-English pivot languages can improve
translation quality for certain language pairs (Paul
et al., 2009; Leusch et al., 2010).

Concerning the contribution of aspects of differ-
ent language pairs on the quality of machine trans-
lation, (Birch et al., 2008) identified three features
(morphological complexityamount of reordering
historical relatednegsfor predicting success of
MT in translations between the official languages
of the European Union. Moreover, (Koehn et al.,
2009) investigated an additional featuteafisla-
tion model complexijyusing the JRC-Aquis cor-
pus covering not only Indo-European languages,
but also one semitic and three Finno-Ugric lan-

The translation quality of statistical machine trans-g,ages.

lation (SMT) approaches hggvily depends on the This paper differs from previous research in
amount and coverage of bilingual language "Cihe following aspects: we focus on the frame-

sources available to train the statistical modelsWork of pivot translation where a target language
There ,eX'St sev_era_l dgta collection initiatives translation of a source language input is obtained
amassing and distributing large amounts qf tex'through an intermediatepivot) language, inves-
tual data. qu frequently used language pairs I_'k’%igate what factors make a good pivot language
Freqct;)—lEngllsh large ; te>|<t da]:[a sets Iare re;clilly and what impact these factors have on the overall
avarapie. Howeverz orless requent;_/.use aNranslation quality of language pairs not only in-
guage pairs °”'y, a I|m|Fed amount of bilingual re- cluding Indo-Euopean languages, but also a large
sources are available, if any at all. variety of Asian languages. In Section 2, we

In order to overcome language resource Ilmlta'report on pivot-based SMT experiments translat-

tions, recent research on SMT focuses on the UShg between 22 Indo-European as well as Asian
age ofpivot languagegde Gispert and Marino, languages in order to provide new insights into

2006; Utlyama and Isahara, 2007; Wu and Wanghow much language diversity affects the transla-

2007; Bertoldi et al., 2008). Instead of a direCttion performance of pivot translation approaches.
translation between two languages where only % Section 3, eight factordanguage family vo-

Lpc: http://mww.ldc.upenn.edu, ELRA: http://www.elra.info cabulary, sentence Iengthlanguage perplexity
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translation model entropyeordering monotonic-
ity, engine performandeare investigated to deter-
mine the significance of each factor in predicting
translation quality using linear regression analysis.l

Table 1: Language Resources
(European Languages)

Language [ Voc Len[Order Unit Inflection
Danish da|26.5k 7.2 SVO word high
. . German de| 25.7k 7.1 SVO word high
2 Pivot Trandation English en|15.4k 7.5 SVO word moderate
Spanish es|20.8k 7.4 SVO word high
Pivot translationis a translation from a source lan- | French fr [19.3k 7.6 SVO word  high

Hindi hi [33.6k 7.8 SOV word  high
guage $RQ) to a target languagaRe) through an et 2 o2 -SU5 ot figh
intermediatepivot (or bridging) language(PVvT). Dutch N [223k 7.2 SVO word _ high
Within the sMT framework, various coupling [Polish pl [36.4k 6.5 SVO word  high

r i lik ina ohr -tabl m j- |Portuguese pt 20.8k 7.0 SVO word high
strategies likecascading phrase-table compos Brazilian  ptb| 20.5k 7.0 SVO word high

tion, andpseudo-corpus generatitrave been pro- | portuguese
posed. For the experiments reported in this pa{Russian  ru[36.2k 6.4 SVO word  high
per, we utilized thecascadingapproach because (Asian Languages)
it is computational less expensive, but still per- —anguage [ Voc Len[Order Unit Inflection
forms comparably well compared to the other, rampic ar [47.8k 6.4 VSO word _ high
more sophisticated pivot translation approaches|indonesian id|18.6k 6.8 SVO word  high
Pivot ranslation using theascadingapproach re- | beiese 81756 89 S0V one, Foreh
quires two translation engines where the first en-rzray ms|19.3k 6.8 SVO word _ high
gine translates the source language input into theThai th [ 7.4k 7.8/ SVO none light
pivot language and the second engine takes thelagalog o |28.7k 7.4 VSO word _ high
. . . Viethamese vi| 9.9k 9.0] SVO phrase light
obtained pivot language output as its input andrspinese — ZR133k 68 SVO  none light
translates it into the target language. Giwtan- Taiwanese zht39.5k 5.9 SVO none  light
guages, a total a*N*(N-1) SMT engines have to
be built in order to cover alN*(N-1)*(N-2) src-  tion, Indo-Europearianguages have, in general, a
PVT-TRG language pair combinations. higher degree of inflection compared to Asian lan-
The importance of translation quality factors guages. Concerning word segmentation, the cor-
in pivot translation are investigated using thepora were preprocessed using language-specific
multilingual Basic Travel Expressions Corpus word-segmentation tools for languages that do not
(BTEC), which is a collection of sentences thatuse white-space to separate word/phrase tokens
bilingual travel experts consider useful for peo-(ja,ko,th,zh,zht). For all other languages, simple
ple going to or coming from another country tokenization tools were applied. All data sets were
(Kikui et al., 2006). The sentence-aligned cor-case-sensitive with punctuation marks preserved.
pus consists of 160k sentences pairs covering 22 The language resources were randomly split
Indo-European and Asian languages which beito three subsets for the evaluation of translation
long to a variety of language families including quality (eval 1000 sentences), the tuning of the
Germanic(da,de,en,nl)Romanceges,fr,it,pt,ptb), SMT model weightsdey, 1000 sentences) and the
Slavic(pl,ru), Indo-Iranian (hi), Semitic(ar), Aus-  training of the statistical modelsréin). However,
tronesian(id,ms,tl), Tai (th), Mon-khmer(vi), and  in a real-world application, identical language re-
Sinitic (zh,zht) languages. The corpus statis-sources covering three or more languages are not
tics are summarized in Table 1, wheMoc necessarily to be expected. In order to avoid a
specifies the vocabulary size amén the aver- trilingual scenario for the pivot translation exper-
age sentence length of the respective data setsnents, thetrain corpus was randomly split into
These languages differ largely in word ordertwo subsets of 80k sentences each, whereby the
(Order. subject-object-verb§OV), subject-verb- first set of sentence pairs was used to train the
object 6v0), verb-subject-objectMSQ), segmen- SRC-PVTtranslation models and the second sub-
tation unit Unit: phrase, word, none), and de- set of sentence pairs was used to trainftfe TRG
gree of inflection knflection high, moderate, translation models. In total, 924 SMT translation
light). Very similar characteristics can be seenengines were built to cover all 9,240 language pair
for Indo-Europearlanguages and for certain sub- combinations.
sets ofAsian languagegja, ko; id, mg. In addi- For the training of thesMT models, standard

¢
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(European Languages)

Table 3: Oracle Pivot Translation Quality (BLEU)

(Asian Languages)

da en | es

fr hi it nl pl pt [ptb| ru ar [ id [ ja [ ko [ms

th

i

Vi

zht

da

60.3
(n)

59.1
(en)

576
(en)

453
(en)

534
(en)

576
(en)

49.8|57.8/57.8
(en) JIGRY] (en)| (en)

495 48.8

(en)

525
(ms)

375
(ko)

36.9
(en)

51.9
(id)

516
(en)

477
(en)

526
(en)

399
(en)

de

57.2
(en)

61.3[59.3

(en)

573
(en)

456
(en)

5356
(en)

585
(en)

49.7] 59.2|58.3 49.1
(en) NGIDNED] (en)

4738
(en)

52.1
(ms)

3738
(en)

36.8
(en)

515
(en)

en

(nh)
59.8 -

62.7

es

159.0]
(en)

59.4

518
(en)

483
(en)

522
(en)

411
(en)

60.7| 45.8| 56.9| 60.1 50.1|57.2

(ms)
55.3
(ms)

394
(ko)
385
(ko)

38.0[56.8

(id)
544
(id)

49.9 50.7
&) (btb) (PO (e
517 505

(en) NGEDWED] (en)

(en)

50.1
(en)

58.6
(en)

55.7
(en)

45.6

(en) | (en)

513
(es)

52.5

(en)

494
(es)

49.6

(en)

53.6
[

54.0] 34.1]

(en)

40.4
(es)
40.4]
(en)

fr

56.4
(en)

432[ 52.4| 54.8| 47.3| 58.1|57.9 473

(en) NGNGB (en)

482
(en)

525
(ms)

378
(en)

37.6/51.1]

(id)

495
(en)

4656
(en)

50.5

(en)

hi

50.3
(en)

447
(en)

50.3
(ms)

35.7
(ko)

346
(en)

50.8
(id)

446

56.7
(en)

481
(en)

436
(en)

482
(en)

(en) [ICEIEY (en)
. . 48111471

(en)

525
(ms)

381
(en)

36.8
(en)

52.1
(id)

50.6
(en)

473
(en)

51.6

(en)

(European Languages)

60.3
(en)

(en) CEINED) (en)
. . 31| 49.7
(en)

526
(ms)

37.7
(en)

36.8
(en)

51.9
(en)

52.0
(en)

49.0
(en)

533
(en)

54.7

(en) | (en) HGED] (en)

6.4
(en)

523
(ms)

374
(ko)

37.6
(en)

51.6
(id)

(en) | (en) | (en)| (en)

50.1
(en)

473
(en)

505
(en)

60.6]55.8] 68.7] 67.0
(ptb)| (ptb) (ptb) (ptb)
(pt)  (pt) (pt)  (pt)
47.6 53.8
(en) JGID) (en)

62.8] 47.9] 59.1] 60.0| 52.8] 70.0| — | 51.5|

63.6| 47.3
(ptb) (ptb)

58.8/60.1| 51.8
(ptb) (ptb) (ptb)

52.4

(& (pib)] (pib)

548
(ms)

381
(ko)
38.7

37.3

(en)
37.2

53.6|

53.5

50.1

54.8

()] (ptb) (ptb) (ptb)

(pt)
51.5
(en)

(pt)
42.2
(en)

(pt)
47.5
(en)

(pt) (pt)

(S)

(pt) (ko)
36.7

(en)

(pt) (pt)  (pt)  (pt)
50.3 47.4| 44.2] 49.1
(id)| (en)| (en)| (en)

(en)
3538
(en)

(pt)

547
(en)

51.3[56.5[57.1
(en) (en)

56.1
(en)

7.9
(en)

51.7
(en)

54.4
(en)

(en)

52.0
(ms)

48.5 54.0
(ms) (ms)

56.7
(ms)

51.9
(ms)

46.1
(ms)

492
(ms)

51.7

(ms)| (ms)

335
(en)

31.9 37.9
(en) (ko)

388
(ko)

38.6
(en)

29.3
(ko)

33.0
(en)

34.1
(en)

(en)

33.2[31.8[38.7| 37.1

53.1
(id)

50.5
(id)

57.8
(id)

55.1
(id)

47.2] 55.7]55.

48.4] 51.3|51.

31.1] 35.8(36.

47.9
) (en)
46.9
) (ms)
30.7
) (en)

52.0
(ms)

364
(en)
391
(ms)

36.1

(en)
375

52.049.2] 45.6| 51.8
(en)| (en) | (en) | (en)
59.6/ 51.7] 47.8]52.7
(en)| (ms)| (ms)| (ms)
33.9/37.9]33.7] 35.5
(id)| (ko) | (ko) | (ko)

4738
(ms)
29.8
(ko)

355
(ko)

46.7|

38.8] 28.8]32.4] 32.7]30.7] 34.5[36.3 29.5[| 29.7[35.2[45.8] - [34.2

(id)
370 -
(id)

53.8
(id)

473
(id)

495
(id)

53.0
(id)

49.3]52.3(53.2 48.7
(Id) (ld) (Id) (id)

485
(id)

60.2
(en)

39.8
(id)

38.1

53.2
(id)

32.4

48.7
(id)

33.7

53.4
(id)

495
(en)

45.0

50.1

49.2

485
(en)

406
(en)

451
(en)

a7.9
(en)

.8 40.8[] 41.4

(en)

185
(ms)

36.1
(ko)

36.8
(id)

479 -

417
(en)

475
(en)

(Asian Languages)

i

5356
(en)

53.7
(en)

437
(en)

49.7
(en)

518
(en)

454
(en)

525
(ms)

37.5 50.8
(ko) (id)

36.7
(en)

50.2
(en)

513
(en)

i

532
(en)

52.6] 42.8| 48.8
(en) | (en) | (en)

518
(en)

46.0
(en)

53.0
(ms)

36.8 52.8
(ko) (id)

35.4

zh

317
(en)

(i)

493
(en)

452
(en)

34.9[279[315[321

(en)

270
(n1)

343
(ms)

47.4147.6132.3
(ko) (id)

zht

441
(en)

414
(en)

445|454
(en)

363
(en)

30.9
(en)

332
(en)

435
(en)

38.2
(en)

445
(ms)

40.8/38.5/44.0
(id)

(en) (en)
36.8] 40.8
(en) | (en)

445
(en)

(en) NGIDNED] (en)

430
(en)

39.4
(en)

4238
(en)

Table 2: Pivot Language Dependency
(European Languages)

(Asian Languages)

coder was used. For the evaluation of translation
guality, we applied the standard automatic eval-
uation metricBLEU which calculates the geomet-

PVT | BLEU (%) PVT | BLEU (%) : S

low high low high ric mean of n-gram precision by the system out-
da 1 242 ~ 602 ar 1233 ~ 571 put with respect to reference translations multi-
de [ 251 ~ 61.8 id [256 ~ 579 plied by a brevity penalty to prevent very short
en | 262 ~ 677 ja | 268 ~ 594 candidates from receiving too high a score. Scores
es | 249 ~ 70.0 ko | 257 ~ 583 range between 0 (worst) and 1 (best) (Papineni et
fr |245 ~ 623 ms | 255 ~ 573 al., 2002). For our experiments, single translation
hi |28.7 ~ 531 th | 233 ~ 523 references were used.
it [23.7 ~ 658 zht | 23.7 ~ 447
nl [ 262 ~ 616 vi [236 ~ 553 Table 2 summarizes tiBEU score ranges of all
pl | 252 ~ 56.8 pivot translation experiments obtained for a given
pt | 258 ~ 68.9 pivot language. The results show a large varia-
pb | 249 ~ 688 tion in BLEU scores for all pivot languages indi-
ru [ 226 ~ 56.9

cating that the best pivot choice largely depends

word alignment (Och and Ney, 2003) and lan-O" the respgctive source and target language. For
guage modeling (Stolcke, 2002) tools were usedEuropean pivot languages, the best language com-
Minimum error rate training NERT) was used bination scores are in general much higher than the
to tune the decoder's parameters, and was peRnNes obtained for Asian pivot languages.

formed on thedev set using the technique pro-
posed in (Och and Ney, 2003).

Table 3 lists the highesiLEU scores of the pivot

For the transtranslation experiments obtained for all language

lation, an in-house multi-stack phrase-based depair combinations. The pivot language achieving
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Table 4: Changes in Pivot Selection for Non-English European andhAsiaguage Pairs (BLEU)

(Non-English European Language Pairs) (Asian Language Pairs)
TRG—|[ da [ de | es fr hi it nl pl [ pt [ptb] ru TRG—| ar [id | Ja [ ko[ ms]| th tl vi [ zh | zht
1 SRC L SRC
da — [51.7] 56.0] 56.2]43.1| 50.6 | 55.2[46.7|57.8]57.6] 47.5 ar — [52.0[35.6|33.9/52.0] 46.1] 41.3| 46.7[31.1] 36.4
(nl) [GDRF (&) (S) (es) (e (pt) (L] (ms)| (id) | (id)| (id)| (ms)| (id) | (ms)| (id) | (id)
de [554 571 47.3]59.2|58.3 47.8 id [ 47.8] — [39.1]37.5/54.9 51.7| 47.8| 52.7|34.6| 415
(nl) (®tb) (ptb) nl) (EDR )] (pth)| (pt) [H(l) (ms) (ms)| (2) [{{@Y (ms)| (ms)| (ms) |(ms)| (ms)
es [57.0]52. 9 | 56.0| 48.8 64.7|64.6] 48.4 ja 29.8[35.5 — [46.7/33.9/ 37.9| 33.7| 35.5[46.9| 33.1
| (pt)  (pt) ®) (pt) ®) (Dtb) GO (ptb) (ko) | (ko) (zh)| (id) | (ko) | (ko) | (ko) | (ko) | (ko)
| 53.2{50.1] 57.2] 58.7|57. ko 29.7|35.2|45.8] — [34.2/38.1]32.4]33.7|47.2[ 32.9
(pt) NG (pt) © () (e (e [ien (&) | (&) | (zh) (id) | (&) | Ga) | (&) | (&) | (a)
|47.3]45.6] 49.6| 48.4] 515[51. ms | 48.5(53.8[39.8[37.0] — | 53.2]48.7| 53.4[35.1[ 42.9
(ptb) MGUN (ptb) (ptb) (pth) _(de) (GS) (ptb) (id) JWED) (d) | (id) (id) | (id) | (id) | (id) | (id)
| 53.8[50.4] 58.5] 56.4 [42.4] th 39.4(48.5[36.1|36.8/47.9] — [40.5]44.3|31.4|34.7
(pt) WGUNRF (r) | (ptb) [(pt) © (ms)| (ms)| (ko) | (ja) | (id) (id) | (ms)| (id) | (ms)
n - T [40.8[525[37.5/36.750.8/ 46.5| — | 47.0|32.3/36.5
© (da) (ptb) (69 (69 (&9 (id) | (ms)| (ko) &Y (id) | (ms) (m9)| (id) | (ms)
56.1 Vi 42.5|53.0/36.8(35.4/52.8/ 48.6| 43.6| — [31.6/37.0
®)_ (D) (ptb) ()" (pY). (ptb) " (€9 (ptb)| (pt) (ms) | (ms)| (ko) | (ja) | (id) | (ms) | (ms) (ms)| (ms)
pt 60.6[55.8] 67.0] 63.6 [47.3] 58.8] 60.1|51.8] — [67.8] 52.2 zh 26.9(34.3]47.4|47.6)32.3/ 35.9]/ 30.8] 32.6| — [33.8
(ptb) | (pth)| (ptb) | (ptb) | (pth)| (ptb) | (ptb) | (ptb) (es)| (ptb) (zht)| (ms)| (ko) | (i) (id)H (ko) | (zht) (1)
ptb [ 60.4[56.5] 66.9] 62.8[47.9] 59.1] 60.0[52.8[70.0] — [ 51.5 zht | 35.9(44.5[40.8/38.5[44.0] 40.6] 36.8| 40.5[35.0] —
(Pt) | (Pt | (pt) | (et) | () | (PY) | (p) | (p1) | (es) (Pt (id) | (ms)] (zh) | (zh)| (id) | (id) | (id) | (ms)| (a)
50.0[46.8| 52.5| 50.6 [40.7| 46.9 49.7(44.2|53.2[53.8] —
(pt) WGDAL () | () [(€9) (ptb) F(es) | (pt) [(Sie)l (=]

the highest score®(acle pivo) for translating the guages. The Spanish (Chinese) oracle pivot lan-
source () language into the targef’j language guages for translations between Portuguese and
are given in parantheses. Non-English oracle pivoBrazilian Portuguese (Japanese and Korean) also
languages are highlighted in boldface. The figurestresses the importance of language relatedness.
show that thé&nglishpivot approach still achieves  In order to investigate the dependency of pivot
the highest scores for the majority of the exam-anguage selection and language families further,
ined language pairs. However, in 49.8% (230 oufTable 4 summarizes thg EU scores of pivot trans-
of 462) of the cases, a non-English pivot languagelations between only (a) non-English European
mainly PortugueseBrazilian PortugueseMalay, and (b) Asian language pairs. The results of the
Indonesian JapanesgKorean is preferable. For European-only language pairs in the table on the
languages that are closely related like Portugueskeft confirm the findings of Table 3Portuguese
vs. Brazilian Portuguese and Malay vs. Indone-and Brazilian Portugueseare still the dominant
sian, the related language should be chosen as tipdvot languages for non-English European lan-
pivot language when either translating from or intoguage pairs. An increase of Spanish/Dutch oracle
the respective language for 88.7% (71 out of 80)pivot language pairs can be seen for the transla-
and 85.0% (68 out of 80) of the privot translationtion between only Romance/Germanic languages,
experiments, respectively. Moreovelapanese respectively. Similarly, Malay and Indonesian
is the dominant pivot language when translatingare the dominant pivot languages, followed by
from Korean into an other language (95.0%, 19Japanese and Korean, for Asian-only language
out of 20) , but not for the translation into Korean pairs, most of which achieve BLEU scores that
(30.0%, 6 out of 20). These results suggest thaare only slightly lower than the ones for the En-
in general pivot languages closely related to theylish oracle pivot language experiments reported
source language have a larger impact on the overah Table 3.
pivot translation quality than pivot languages re- Table 5 summarizes the percentages for the lan-
lated to the target language. guage pairs where the respective pivot language
Interestingly, for European-only language pairs,achieved the highest automatic evaluation score
only European languages are the oracle pivot lanfor the pivot translation experiments summarized
guage, the majority of which is English. In ad- in Table 3 (all language pairs) and Table 4 (non-
dition, Spanish is the pivot language of choiceEnglish European language pairs, Asian language
when translating from English into another Eu- pairs). The results show that English is indeed the
ropean language and the Dutch pivot achievegivot language of choice for the majority of the
the highest BLEU scores for Germanic-only lan-investigated translation directions, but for almost
guage pairs. On the other hand, when translathalf of the language pairs a non-English pivot lan-
ing between Asian languages, 65.6% (59 out ofjuage is preferable.
90) of the oracle pivot languages are Asian lan- In order to investigate how much improvement
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Table 5: Oracle Pivot Language Distribution

(All Language Pairs)
| PVT | usage (%) | | PVT | usage (%) ]

(Non-English European Language Pairs)
| PVT | usage (%) | [ PVT | usage (%)]

(Asian Language Pairs)

3 Indicatorsof Pivot Trandation Quality

The diversity of the pivot language selection re-
ported in the last section rises the question of what

en | 232 (50.2) ko |21 (45) makes a language a good pivot language for a
pt_| 40 (87) es |19 (41 given language pair.

ptb | 38 (8.2) nl 5 (11 . ; . .

d 37 (80) h T4 (09) We investigated the following eight factors
ms 1 36 (7:8) oht |1 (0:2) (comprised of a total of 45 distinct features) based
ia | 29 (63 on the language resources &MT engines $RC-

PVT, PVT-TRG) used for the pivot translation ex-
periments described in Section 2 where the total
number of features of each factor is given in brack-

pt | 40 (36.3) nl_ |10 (9.9 ets. For SMT-engine-related features, both trans-
pib | 32 (29.) de | 1 (09 lation directions (SRC-PVT, PVT-TRG) are taken
es | 26 (23.7) da | 1 (09) 5 acCOUnt

e language family2]: a binary feature verifying whether

. PVT | usage (%) l . PVT | usage (%) l the source and target languages of the SMT engines
id 28 (3L.1) zh | 4 (4.4) belong to the same family or not.
ms 27  (30.0) zht 2 (22 e vocabulary [15]: the training data vocabulary size
: : of source and target languages, the ratio of source
ja 15 (16.6) Vi 1 (11 .
ko 12 (13.3) ar 1 (11) and target vocabulary sizes, and the overlap between
: i source and target vocabulary.

Table 6: Gain of non-English Pivot Languages

e sentence lengtfil2]: the average sentence length of
source and target training sets and the ratio of source
and target sentence length.

PVT (oracle) | Gainin BLEU (%) e reordering [6]: the amount and span of word order
avg min  max differences (reordering) in the training data and the

7h @ 17 32 61 ;{ggsr()j.ering Quantitygcore as proposed in (Birch et al.,
!a (27) 25 01 133 e language perplexity{4]: perplexity of the utilized

id (35 | 24 06 54 language models measured on tleyevaldata sets.

pt (31) 23 03 4.6 e translation model entropy2]: amount of uncertainty
ptb (32) 21 03 4.9 involved in choosing candidate translation phrases as
ko (19) 19 01 114 proposed in (Koehn et al., 2009).

ms (34) 1.8 0.1 3.9 e engine performancd2]: the BLEU scores of the
es (4) 08 0.1 2.4 respe_ctive SMT engine used for the pivot translation
nl B 06 05 08 experiments.

e monotonicity [2]: the BLEU score difference of a
given SMT engine for decoding with and without a

. . . . reordering model.
in pivot translation performance can be achieved

by using non-English pivot languages instead of The impact of the above factors in isolation on
an English pivot, we calculated the difference inthe translation performance is measured using lin-
BLEU scores for all 188 non-English languageear regression which models the relationship be-
pairs where the non-English pivot language im-tween a response variable and one or more ex-
proved translation quality. Table 6 summarizesplanatory variables. Data sets are modeled using
the average, minimal and maximal gains in BLEUIlinear functions and unknown model parameters
scores for the respective pivot language translatioare estimated from the data. In this paper, the
experiments. The pivot languages are sorted agesponse variable is defined by the BLEU metric
cording to the highest average increase in translgimeasuring the pivot translation performance) and
tion performance and the amount of improved lanthe explanatory variables are given by the feature
guage pairs are given in parantheses. In total, amalues obtained for each of the respective language
average gain of 2.2 BLEU points were obtainedpair combinations. Figure 1 gives an example
for the investigated language pairs. The highestor a simple linear regression using tremrdering
gains (13.4/11.4 BLEU points) were achieved forquantityfeature as the explanatory variable for (a)
the Japanese/Korean pivots when translating Kaoall language pairs, (b) European languages only,
rean/Japanese into Chinese, respectively. and (c) Asian languages only. The “goodness of
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(All Language Pairs) (European Language Pairs) (Asian Language Pairs)

Figure 1: Linear Regression ExampRégordering Quantity

fit” of the explanatory variable(s) is calculated us-

. . T o Table 7: Impact on Translation Performance
ing the R? coefficient of determination, which is a P

. - . - 2
statistical measure of how well the regression line E@p;ﬁggltgry Al Eurﬁpean Asian
approximates the real data points. &% of 1.0 | 2l factors (08102 09106 058D
indicates that the regression line perfectly fits the P —— 0'7438 0'7906 0'515ﬂ
data. For tharanslation model entropfactor, for |\ ion model entropy0.4604  0.3669  0.16611
example, we obtain a®? of 0.4604 for all lan- reordering 0.4383 0.4593 0.180B
guage pairs, which indicates that 46.04% of the vocabulary 0.3112 0.3867 0.238D
differences in translation performance can be ex- monotonicity 0.2682 0.0149 0.1328
plained by this factor. sentence length 0.1717 0.6052 0.0724
language family 0.1204 0.1280 0.098p
3.1 Predictive Power of Single Factors language perplexity | 0.0826 0.1100 0.033f

Table 7 summarizes th&? scores of the multi- _ _
ple linear regression analysis of the respective inP€an vs. only Asian languages), the impact of fac-

vestigated factors, i.e. all features of a given faciOrs largely differs. Similar to all language pairs,

tor are combined and treated as multiple explanal'€€ngine performanciactor is most relevant for

tory variables. In total, 81% of the system per-POth European and Asian language subsets.
formance variations can be explained when all in- For pivot translations between European lan-
vestigated factors are taken into account. For Euguagessentence lengthreordering and vocabu-
ropean language pairs, the impact is even largd@ry are more predictive than tiienslation model
(91%). However, for Asian language pairs, the in-entropyfactor. Moreover, thenonotonicityfactor
vestigated factors have much less correlatifi ( obtains the lowesR? score indicating that word
of 0.5888) with the overall pivot translation trans- order differences between European languages oc-
lation quality, indicating the difficulty of selecting cur mainly on the phrase-levelb¢al reordering
an appropriate pivot language for translation task€nd that only minor gains can be achieved when
including Asian languages. reordering successive phrases. The hitfhscore
The impact of each factor on the translation perfor sentence lengthlso suggests that the ratio of
formance is also given in Table 7. The resultsSeéntence length is an important feature when se-
show thatengine performancés the most corre- 1€Cting an appropriate pivot language for closely
lated factor, followed byranslation model entropy reélated languages.
and reordering when all language combinations On the other hand, looking at the Asian lan-
are taken into account.anguage familyandlan-  guage pair regression results, the low#rscores
guage perplexitgeems to have the least impact onunderline the large diversity between the Asian
translation performance. However, when applyinganguages. Relatively higR? scores foreorder-
linear regression on language subsets (only Eurdhg and monotonicityare obtained for Asian lan-
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Table 8: Factor Contribution Table 9: Source vs. Target Language Dependency

Explanatory R? Explanatory R?
Variable Al European Asian Variable All  European Asian
all factors [0.8102 0.9106 0.5880 [ allfactors [0.8102 0.9106 0.588D
w/o engine performance |0.5621 0.8755 0.3683 SRC-PVT only[ 0.4923 0.3125 0.280b
w/o language perplexity |0.7734 0.8895 0.5488 PVT-TRG only| 0.4732  0.6505 0.298p
w/o sentence length 0.7856 0.8989 0.5501
wi/o reordering 0.7958 0.8999 0.5712
w/o vocabulary 0.7961 0.8766 0.5669 only target-language-related featureBV{I-TRG
w/o translation model entrogy0.8004 0.9024 0.5748 only). The results are summarized in Table 9.
w/0 monotonicit: 0.8026 0.9024 0.5768 . .
wio language fanf”y 0.8035 09022 05793 In order to distinguish between languages of

large diversity, the source language features seem
to be more predictive than the target language
guages, indicating that structural differences befeatures. However, for more coherent language
tween the pivot language and the source/target larpairs, like in the case of European languages,
guage largely affects the overal pivot translationthe impact on how much language diversity af-
quality. fects pivot translation performance shifts towards
target-language-related features. However, the re-
striction to either the source or the target features
Besides the predictive power of each factor, weeads to a large decrease in tRé scores for all
calculated theR? scores of all the factors besides language data sets, underlining the importance of
one (eave-one-oytin order to investigate the con- poth source-language-related and target-language-
tribution of each factor to the muItipIe linear re- related feature sets to identify an appropriate pi\/ot

gression analysis. In general, the smaller ftre language for a given language pair.
score after omitting a given factor, the larger the

contribution of this factor on the explanation ofthe4 Conclusion
overall translation performance is supposed to be.

The results summarized in Table 8 show thatWe investigated the impact of eight translation
the largest contribution for all language pairs isquality indicators for the task of pivot translation
obtained for theengine performancéactor, fol- between 22 languages covering a large diversity of
lowed bylanguage perplexitpndsentence length language characteristics. A linear regression anal-
Interestingly, thevocabularyfactor contributes as ysis showed that 81% of the variation in transla-
much as theengine performancéactor for Euro- tion performance differences can be explained by
pean languages, but not for Asian languages. Thithe combination of these factors. The most infor-
confirms that morphological similarities betweenmative factor in identifying the best pivot language
highly inflected languages are important to iden4s engine performance.e., the translation qual-
tify an appropriate pivot language. Moreover, fority of the SMT engines used to translate (a) the
European-only and Asian-only language pairs, thesource input into the intermediate language and (b)
omission of any of these factors led to lowBf the intermediate language MT output into the tar-
scores, but the difference towards the completget language. In addition, the highest correlation
factor set is much smaller. This shows the impor-of the investigated factors towards pivot transla-
tance of all the investigated features for the task ofion performance was obtained when both source-
pivot language selection, especially if languagedanguage-related and target-language-related fea-
of large diversity are to be taken into account.  tures were combined. The importance of source

_ o vs. target language features largely depends on the
3.3 Translation Direction Dependency diversity of the investigated language pairs, i.e.,
In order to investigate whether the selection ofsource language features are preferable for het-
a pivot language depends more on its relationerogenous language pairs whereas the focus shifts
ship towards the source language or the target lartowards target-language-related features for more
guage, we carried out a linear regression analeoherent language pairs. In addition, the differ-
ysis based on all factors using (a) only sourceentiation between European and Asian languages
language-related featureSRC-PVT onlyand (b) revealed that the task of identifying a pivot lan-

3.2 Contribution of Single Factors
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guage for new language pairs largely depends oMichael Paul, Hirofumi Yamamoto, Eiichiro Sumita,
the availability of structurally similar languages. ~ and Satoshi Nakamura. 2009. On the Impor-

; ; ; tance of Pivot Language Selection for Statistical
As future work, we are planning to investigate Machine Translation. IiProceedings of the North

the importance of the factors analyzed in Section 3 american Chapter of the Association for Computa-
in the selection of pivot languages for new lan- tional Linguistics - Human Language Technologies
guage pairs by applying a machine learning al- (NAACL/HLT) pages 221-224, Boulder, USA.

gorithm Iikg Support Vector MachinefSVM) 10 apgreas Stolcke. 2002. SRILM - an extensible lan-
train discriminative models for the task of pre- guage modeling toolkit. IfProceedings of the 7th

dicting a pivot language that achieves the high- International Conference on Spoken Language Pro-
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task. Masao Utiyama and Hitoshi Isahara. 2007. A com-
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cal machine translation. IRroceedings of Human
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