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have large-scale parallel corpora, limited amount
Abstract of training data usually leads to a problem of low
coverage in that many phrases encountered at
run-time have not been observed in the training
data. According to Callison-Burch et al. (2006),
This paper proposes a novel method to resolve for a training corpus containing 10,000 words,
the coverage problem of SMT system. The angiations will have been learned for only 10%
method generates paraphrases for source-side ¢ o \nigrams in the test set. For a training cor
sentences of the bilingual parallel data, which . ..
pus containing 100,000 words this increases to

are then paired with the target-side sentences 30%. Thi bl b X f
to generate new parallel data. Within a statis- 0. IS probliem becomes more serious for

tical paraphrase generation framework, we higher-order n-grams, and for morphologically
employ an object function, named Sentence ficher languages.

Novelty, to select paraphrases which having To overcome the coverage problem of SMT,
the most novel information to the bilingual  besides the efforts of mining larger parallel cor-
training corpus of the SMT model. Meanwhile, pora from various resources, some researchers
the context is considered via a language model have investigated to use paraphrasing approaches.
in the source language to ensure the fluency The studies can be classified into two categories
and 3c::uracyt Otf pafr?hphrafe EUbSt'tgt'onacs?l\% by the target of paraphrasing: (1) paraphrasing
pared 1o a stafe-ol-the-art phrase base the input source sentences; (2) paraphrasing the

system (Moses), our method achieves an im- L .
provement of 1.66 points in terms of BLEU on training corpus. In the first category, the pro-

a small training corpus which simulates a re- Posed approaches mainly focus on handling n-
source-poor environment, and 1.06 points on a grams that are unknown to the SMT model. Cal-

training corpus of medium size. lison-Burch et al. (2006) and Marton et al. (2009)
paraphrase unknown terms in the input sentences
1 Introduction using phrasal paraphrases extracted from bilin-

. _ _ gual and monolingual corpora. Mirkin et al.
Current statistical machine translation (_SMT)(ZOOQ) rewrite unknown terms with entailments
systems learn how to translate by analyzing bizng paraphrases acquired from WordNet. Onishi
Ilngual p_araIIeI corpora. Generally speaking,qt g. (2010) and Du et al. (2010) build paraph-
high-quality translations can be produced whepase |attices for input sentences and select the
ample training data is available. Previous studie§est transiations using a lattice-based SMT de-
have indicated that the translation quality can bggger. |In the second category of paraphrasing
improved by 2 points of BLEU (Papineni et al.,yaining corpus, Bond et al. (2008) and Nakov

2002) when the size of the parallel data i§2008) paraphrase the source side of training
doubled (Koehn et al., 2003). However, for the:qrpys using hand-crafted rules.

so calledlow densitylanguage pairs that do not |, this paper, we propose a method that
enriches SMT training data using a statistical

paraphrase generating (SPG) model. The method
generates paraphrases for the source-side sen-

This work was partially done when the first authas
visiting Baidu.
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Figure 1. Sketch map of the paraphrasing basedlation corpus expansion.

tences of the bilingual parallel data, which argaraphrases. In these methods, an unknown term
then paired with the target-side sentences to genan be paraphrased to a known term which has
erate new parallel data. The procedure is illutranslations in the phrase table. Callison-Burch et
strated in Figure 1. The SPG framework can bal. (2006) acquire phrasal paraphrases from bi-
considered as an application-specific source-tdingual parallel corpora based on a pivot ap-
source translating procedure (Zhao et al. 2009)roach. The main idea is that phrases aligned
which is similar to phrase based statistical mawith the same foreign phrase in a bilingual cor-
chine translation. We employ an object functionpus may be paraphrases. The learned paraphrases
named Sentence Noveltyto select paraphrases are applied in a SMT system in the following
that introduce the most novel information to themanner. Supposa is an unknown source phrase,
bilingual training corpus. In our approach, thee, is a paraphrase @&, which can be translated
context of paraphrasing substitution is consiasf in the phrase table, the method simply takes
dered during generating paraphrasing sentencess e,’s translation. A new phrase paie, (f) is
which yields paraphrases with higher precisionadded to the phrase table with an additional fea-
Experimental results show that the performanceure h(f, ;) to distinguish the original phrase

of a state-of-the-art phrase based SMT systeairs and the newly generated ones, which is de-
(Moses in this work) can be improved fromfined as:
17.91 to 19.57 in terms of BLEU on a small
training set, and from 25.46 to 26.52 on a train-

ing corpus of medium size. Results also indica‘ﬁ(]c e) =
that our method gains a significant improveme

over the method of Callison-Burch et al. (2006). 1 Otherwis

The r_est of this paper is struc_:tured as fo”o""swherep(ez le) denotes the paraphrase probability.
We review related work on improving SMT  narion et al. (2009) propose a method similar
through paraphrasing in Section 2. The proposeg ihat of Callison-Burch et al. (2006). The only
statistical paraphrase generation model is dgjifference is that the paraphrases are extracted
scribed in Section 3. Section 4 presents our Mgxom monolingual corpora based on distribution-
thod of enlarging training data via paraphrasingy| pypothesis. Compared with bilingual corpora,

Section 5 and 6 present the experiments and rg-is easier to acquire monolingual corpora, espe-
sults. We discuss our work in Section 7 and CONgjally for resource-poor languages.

clude the paper in Section 8.

p(e;le) If phrase table entry,y) is
generated fromf(e,)

Mirkin et al. (2009) utilize paraphrases and
entailment rules, namely the synonyms and hy-
2 Related Work ponyms from WordNet, to substitute unknown
Previous studies on improving SMT through paterms in source sentences. Some context models
raphrasing input sentences mainly focus on findare also used for ranking and filtering the paraph-
ing translations for unknown terms using phrasal
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rases and entailments before feeding them to tivehere: gen is a genitive marker: * or ’s; NHs
SMT engine. an NP with an internal genitive marker.

Onishi et al. (2010) and Du et al. (2010) build Bond et al. (2008) use grammars to paraphrase
paraphrase lattices for the input sentences. i thihe source side of training data, covering aspects
scenario, paraphrases are in fact competing witike word order and minor lexical variations
each other. All possible paraphrases are kept arftenses etc.) but not content words. The paraph-
finally selected by the SMT decoder. rases are added to the source side of the corpus

Experimental results in these works haveand the corresponding target sentences are dupli-
proved that the methods that paraphrase inpeated.
sentences indeed improve SMT results by in- The above-mentioned methods that expand
creasing coverage, especially on small trainingraining data via paraphrasing have two disad-
sets. However, the approaches have two prolvantages: (1) hand-crafted paraphrasing rules are
lems. The first one is efficiency. All of the me- language-dependent; (2) to ensure the paraphrase
thods that improve SMT through paraphrasingccuracy, only some simple paraphrase rules are
input sentences can be considered as a two-stagged. Our work should be classified into this cat-
procedure, i.e., collecting paraphrases for unegory. But a clear difference is that our paraph-
known terms and then translating. Obviouslyrase generation method is a statistical one with-
low efficiency is the bottleneck for this kind of out any language specific feature, which (1) uti-
method, since it goes through decoding twicelizes paraphrase resources extracted from large-
one for paraphrasing and one for translating. Thecale corpora; (2) balances the accuracy and var-
other problem is that the context is not consiiation rate of paraphrases with a decoding algo-
dered during phrasal paraphrase substitutiomithm that searches for the optimal path among
which causes a low paraphrasing accuracy. Nall the paraphrasing candidates.
tice that many paraphrase substitutions are ac-
ceptable only in specific contexts. For example3  Paraphrase Generation
bankandshoreare paraphrases, but we can only3 1
substitutebank with shorein a context related to ™
rivers. Without considering the paraphrase’s conwe employ an application-driven statistical pa-
text, the paraphrasing substitution has a relativeaphrase generation framework which is pro-
ly low accuracy, which limits the effect of theseposed by Zhao et al. (2009). The framework is
methods. The only exception is the work of Mir-based on a log-linear model in which three sub-
kin et al. (2009), which uses context models fomodels are defined, namely, a paraphrase model,
ranking paraphrases. However, the generateal language model and a usability model, which
paraphrases without paraphrasing probabilitiesontrol the adequacy, fluency and usability of the
are difficult to be incorporated with a statisticalparaphrases, respectively.
context model. As described in Mirkin et al. Paraphrase generation is a decoding process
(2009), the main contribution of context modelssimilar to SMT. The input sentenc® is first
was to reduce the number of paraphrase candiegmented into a sequencelafinitss!, which
dates and improve the efficiency of the systemare then paraphrased to a sequence of Eﬂnits
In contrast, in our method, all the work thatLet (5;,t;) be a pair of paraphrase units, their
enriches SMT with paraphrases is conducted iparaphrase likelihood is computed using a score
the training step, which avoids affecting the defunctionqopm(§i,fi). Thus the paraphrase score

coding procedgre._ Me_anwhil_e, the context of pa—IO (8',E') betweerSandT is decomposed into:
raphrase substitution is considered using a source’

language model in our method. sl Fly = ' & 1 em
Other researches directly enlarge SMT train- Pon(S 1) L Pom(S. 1)

ing corpora based on paraphrase techniques. NRherel . is the weight of the paraphrase model

kov (2008) employs six rules for paraphrasing Arfo pm IS TE WEIG paraphras '

the training corpus. Here we list two rules as ex- ur-gram language model is employed to
g corpus. ensure the fluency and eliminate the ambiguity

Paraphrasing Framework

amples: of paraphrase. The language model based score
1. [ne NPyof NPy 2 [ne NP2 gen NP for the paraphrasgis computed as:

the lifting of the beef import ba> the beef impo J .,

ban’s lifting P, (T) = |_| p(t; 1t gt ot )™

2. NPy > NP =

Commissioner’s statemedCommissioner statement
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wherelJ is the length o, t; is the j-th word off,  source side (English in our experiments) of the

andA,,, is the weight for the language model.  training bi-texts. Then the paraphrased sentences
The usability model prefers paraphrase unit@nd the corresponding translations on the target

that are more suitable for the application. The&ide (Chinese in this work) which align with the

usability of T depends on paraphrase units it conoriginal sentences compose new bilingual

tains. We propose a specific usability model t&entence pairs.

enrich SMT training corpus, which is described To grub knowledge from paraphrases as much

in chapter 3.2. as possible, we exploit two different strategies
for paraphrase generation in the experiments: (1)
3.2 Sentence Novelty Model generating 1-best paraphrase for every source

In this paper, we do not limit our method to hanSentence in the training corpus, and (2) generat-
dling unknown terms. Instead, our goal is to grubn9 k—pest paraphrases for a source sentence and
knowledge from paraphrases and enrich th&electingm sentences from them which have the
translation corpora. Therefore, within the appli-most novel n-grams. Thus we get two paraph-
cation-driven paraphrase generation frameworkased bilingual corpora besides the original cor-
we propose a specific paraphrasing usabilitPus. Sentence pairs generated by the two strate-
model,sentence noveltyor selecting paraphras- 9i€s are shown in Table 1. From the table, it can
es which contain the most novel n-grams to thE€ seen that on the source side the 1-best paraph-
translation model. Given a paraphrased sentené@Se sentence has a relatively high quality, while
T, which consists of words, the novelty func- the sentences selected frokrbest paraphrase
tion Nove(TM,T,n,j) judges whether the occur- results have Iov_ver accuracy but hlgher coverage.
rence oft;generates a new n-gram to the transla®n the target side, the original Chinese sentence
tion model (TM) according to the prion-1 IS just copied to align with the generated paraph-
words oft;. Formally, the novel function for posi- as€ sentences.

tionj can be defined as: 42  Paraphrase Selecting Strategy

1 If tier...fjisa new . .
n-gram toTM As mentioned above, in strategy (2) we selected

Nove(TM,T,n,) m paraphrases in the generated kopesults,
which have the most different n-grams. The rea-
son of not using all thk-best results for improv-
ing SMT is that the tojg-paraphrases generated
or a sentence are generally very similar, if we
train the SMT model on all these sentences, it
J N would be quite time-consuming and much of the
P,.(t) =eXp(ZZ Novel(TMt,n, j))* computation is vain. Therefore we propose an
=1 n=1 algorithm to select a subset from all the
wherel,,,, is the weight for the novelty model, paraphrase sentences, which can cover most of

Now we can describe the complete formula ofhe  newly introduced information  while
the SPG framework as: dramatically reduce the numbers of paraphrases.

! ~ The algorithm is described in Figure 2.
p(T | S) = Apmzlog¢pm(s 'ti)
i=1

0 otherwise
Thus the novelty model for a paraphrased se
tenceT, considering the novelty of 1-gram to N-
gram (N=4 in this work), is computed as:

1: procedur e SENTENCE_SELECTION

2:input:m,setS {k-best paraphrase sen-
\ J | tences:S 1,...,S«}
+ Z 0 t|t .t .t 3: todo: select m sentences from set S
Im__l gp(Jl 1=37] 211) 4: M:={S 1}, remove S fromS
1= 5. while (M| <m)
J N 6: MAX_DISTANCE :=0
+ Z Z i 7: i-max:=0
}\‘”m _ NOVG(TM TN, J) 8: for S; :=each sentencesin S
j=1n=1 9 A i '= AVERAGE_EDIT_DISTANCE(S ;,M)
10: if A >MAX_DISTANCE
4 Expanding SMT Training Corpus 11 MAXDISTANCE:=A
11: -max =i
. 12: M:=M U{S imx }, remove S imax fromS
4.1 CorpusExpansion 13- return M

We enhance the SMT model by expanding the Figure 2: The algorithm for paraphrase selec-
training corpus using paraphrases. Firstly, the tion.
sentence-level paraphrases are generated on the
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Sour ce sentences Target sentences
original Solving environmental problems is a| fif ¢85 0] B O 4 ZIANK S 1) &

big and urgent mission. KATL%

1-best Theresolution of environmental probt fi# P IA 45 ] 18 L4 4 ZI A S2 1) &
lems is darge and urgentask. KATSS

selected k-bes{ Theresolution of environmental probt fi# e IA 45 ] 18 L4 4 ZI A SE 1) B
lems is darge and urgentask. KATSS

The solution to environmental prob- | fi# P IA8E ) 18 L4 8 ZI A RS2 1) &
lems ishigh and urgentask. KATL%

Theresolution of environmental probr fif YIRS 0] B O 4 ZIANTS 22 1) &
lems is amajor urgent and mission. | k{145,

Solving environmental problenase a | fi# e BR 455 a] 3 L4 A ZI A K22 1)
big and urgentask. KL%

Table 1: Examples of generated sentence pairs.

At the beginning of the algorithm, the selectedramework, we train three phrase tables from
sentence seM is empty. In each iteration, we these corpora, and then integrate these phrase
select a senten& . from thek-best paraphrase tables with different weights. The integration is a
sentence se& and add it toM. In the selection of procedure of linear interpolation which can be
S max We calculate the average Edit Distance (ERdescribed in the following formula:

between each candidate senteBcand all sen- n
tences in M by the function of AVER- PT=> APT
AGE_EDIT_DISTANCEG,M). The sentence =

most_different (with the largest average ED)Vherel, is weight ofPT,, which is set up empir-
from the already selected sentencedtliis se- ically. _

lected. In the algorithm, the edit distance among Ve first merge the phrase tables trained from
the sentences iM has been considered as the"€ original corpus ané-PARAcorpus, and get a
optimization objective function, which ensuresn€W phrase table (Original +PARA. Then we

the sentences with most novel n-grams are séltégrate the Original +1-PARA phrase table

lected. with the phrase table trained from thNePARA
corpus and get another phrase table (Original +
4.3 Modd Integrating 1-PARA + M-PARA)The effectiveness of these

gnriched phrase tables is tested in the experimen-

After corpus expansion, we get three bilingua :
tal section.

corpora for SMT training: (1) the original corpus,
(2) corpus of 1-best paraphrases on the sourge
side and original translations on the target side,
(3) corpus of selectedn paraphrases on the 571 paraphrase Resour ces
source side and original translations on the target _ _
side. Notice that the reliability of the three aorp 1he paraphrase generating framework we used is
ra is in a descending order. The original corpu80t limited to a certain type of paraphrase re-
which is produced by human can be consideregource. Any paraphrase resources with paraph-
as golden standard corpus. The quality of corpy@sing probability can be integrated into the
consisting of 1-best paraphrasésfARAcorpus framework..We simply choose phrasal paraph—
in the following context) is lower than the origi- Fases acquired from the Europarl corpus using
nal corpus. The corpus of paraphrase sentencesCallison-Burch’s paraphrase extracting todikit
which were selected from tHebest paraphrase The toolkit supports extraction of both _phrasal
results by the algorithm described in 4.2 (namelparaphrases and syntactically constrained pa-
M-PARAcorpus) may be the most noisy. raphrases. In this paper, we only use th_e phr_asal
Considering the different reliabilities of theseParaphrase extracting part of the toolkit which
corpora, simply merging them into a new corpug€Xtracts paraphrases from bilingual corpus using
and train a translation model is not the optimal
solution. Therefore, within a phrase-based SMT

Experimental Setup

http://cs.jhu.edu/~ccb/howto-extract-paraphrases.ht
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pivot method (Colin Bannard and Chris Callison-

Burch. 2005). . 29k Full

We extract phrasal paraphrases for all n-grapfi- 324k 3603k
(n < 6) in the source sentences in the trainh:f_]l'PARA 507k(+56%)| 4514Kk(+25%)
data. Some operations are performed on the g PARA+M-PARA| 878k(+171%)] 8359k(+132%)

tracted phrasal paraphrases to ensure the accural@ble 2: Number of phrase pairs in different

cy: (1) paraphrases with score < .03 are filtered phrase tables.

out, (2) paraphrases consisting of nothing but

stop-words are removed. Set M odel BLEU-4 [TER
52 SMT Data 29k |Baseline 17.91 66.83
For the baseline system, we trained on the Sinp-  |CB 18.75 | 66.68
rama and FBIS corpora (LDC2005T10 and Ori.+1-PARA 19.26**165.98
LDC2003E14). After tokenization and filtering, Ori.+1-PARA +M-PARA |19.57*** |65.88
this bilingual corpus contained 319,694 lines Full |Baseline 2546 | 62.36
(7.9M tokens on Chinese side and 9.2M tokens Callison-Burch 25.76 | 61.62
on English side). We trained a 4-gram language Ori.+1-PARA 26.52*** |61.36

model on the Chinese side of the bi-text. Then Ori.+1-PARA +M-PARA (26.33** |61.47
we randomly selected 29,000 lines form the bi- Table 3 E . tal T
text, and constructed a reduced training corpus to thaat tehe'm gt%%rclin:)ee?fgr;essgigsﬁificantlr;?)aeTtSér
simulate a resource-poor language. We tested the ) .

P grag than both the baseline and Callison-Burch

system using the English-Chinese NIST MT . : , T
2008 evaluation set. The test set contains 1855'{)/Ith p < 0.01, using Koehn's (2004) pair-wise

English sentences, each of which has four huma ootstrap test for BLEU with 95% confidence

references for automatic evaluation. For devel- interval.

opment, we used the Chinese-English NIST MT

2005 evaluation set, taking one of the English lgram| 2gram| 3gram| 4gram
references as source, and the Chinese source g2geline 50.4%| 17.9% 3.9% | 0.6%
single reference translation. All the Chinese sefitl-PARA 54.2%| 21.5%| 5.0% | 0.9%
tences in the training corpora were segmentefl-PA-+M-PA.|1 56.3%| 24.7%| 6.2% | 1.1%
with the word segmentation tool from Language=B 56.8%] 26.3%| 6.4% | 1.5%
Technology Platform (LTB) We used two me- Table 4: Coverage rate of phrase tables trained
trics, BLEU and TER (Snover et al., 2005), for from 29k training set.

automatic evaluation. Following the evaluation2003) on the development set using BLEU as the
standard of NIST, the system translations angbjective function.

references were split into Chinese characters in
automatic evaluation. 6 Resultsand Analysis

53 Translation Model After corpus expansion and model integrating,
We used Moses, a state-of-the-art phrase-bas#te size of the original phrase table is increased.
SMT model (Koehn et al., 2007), in decoding. InThe number of phrase pairs in the original PT
Moses, the generated translation hypotheses a@8d the merged PTs which are extracted from
scored mainly based on a translation model, 89k and full corpora are shown in Table 2.
language model, and a reordering model. These As can be seen, the number of phrase pairs is
components are deemed as features and cosignificantly increased after corpus expansion.

bined within a log-linear framework: Specifically, the sizes of the augmented phrase
n tables are increased by 56% and 171% for the
et =augmax } Ah (e )} 29k set, 25% and 132% for the full set, which

€ i=1

whereh,(e, f) is a feature function with, as the prove that our sentence novelty model has made
l ’ i

weight. The feature weights can be trained wit
Minimum Error Rate Training (MERT) (Och,

considerable contributions to the enrichment of
tE)hrase tables.

We evaluated the effectiveness of the enriched
phrase tables in translation. In order to conduct a
direct comparison with the existing techniques,
we took Moses trained with the original bi-text

2 http://ir.hit.edu.cn/Itp/
8 ftp://jaguar.ncsl.nist.gov/mt/resources/mteval-vpBa
4 http://www.umiacs.umd.edu/~snover/terp/
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1  Source sentence cyber experts said the invdetigan india will take time

Baseline result Mg E K, EENEBERERE.

Our result MR ERYR, £ HERFEERE IHE.
2  Source sentence it happens again and again .
Baseline result CHEREBREE.
Our result REX —I& X—RK.
3 Source sentence people just talk about carstaffd s
Baseline result MMIRRERMFEL
Our result AR R R EL

Table 5: Translation examples on 29k-bitexteays. The n-grams that match the references
are highlighted in bold. Hemur resultrefers to the system of Original+1-PARA+M-PARA.

as a baseline. We also developed another corBurch (CB) has the best coverage on the test set
parison system by re-implementing the metho@mong all the compared models, since their me-
proposed by Callison-Burch et al. (2006) (CB forthod targets on paraphrasing unknown terms of
short hereafter), which used the same paraphraiee test set at run-time. While our method does
resource as described above to paraphrase umst target on unknown terms, our goal is enrich-
known phrases (up to 6-gram) of the test sering the knowledge of SMT system using paraph-
tences. The feature weights for the model of Calrases with novel information. Therefore given a
lison-Burch et al. (2006) were trained withspecific test set, the unknown terms covered by
MERT on the development set. our method are just a subset of CB’s method.
The evaluation results are shown in Table 3However, on such a subset, our method gains
We can see that our method outperforms both thegnificant improvement in translation quality
baseline and CB models under both evaluationver CB’s approach. A possible reason that can
metrics. On the 29k subset, the improved modeadxplain this is that CB’s method only considers
using only 1l-best paraphrases has a significatihe paraphrase probability which controls the
1.35 BLEU points gain over its baseline, and th@adequacy, while in our method, the adequacy,
model integrated with both 1-best and m-bestluency and novelty of the generated paraphrase
paraphrases has a further improvement of 1.6&entences are well balanced by the SPG frame-
points. On the full set, the model augmented bywork which can produce paraphrases of better
1-best paraphrases achieves the best performarmaglity.
which gained 1.06 BLEU points over the base- _ _
line; the model augmented by 1-best and m-best Discussion
selected paraphrases got an improvement of 0.87

points. A possible reason is that for small trainYV& have shown that the SPG framework with an

ing data, the increment of coverage is more imobject function of sentence novelty can improve
portant for improving the translation model; the performance of SMT on both training corpus
while on a larger training corpus, the accuracy off small and medium size. Although the experi-
paraphrases plays a more important role. ments are pe(formed ona resource-rich Ianguage
Notice that the training set, test set and devePa i-. English-to-Chinese, the method is port-
opment set in this work are the same as (MartofPle t0 other language pairs because our ap-

et al. 2009), which reported a negative result oR"0ach is language-independent. No language-
the full training set. In contrast, our method outSPecific features are used in the SPG framework.

performed the baseline on both small and fulPur Proposed method has another advantage of
training sets. not relying on certain paraphrase resources, and
We further compared the coverage rate of diftherefore can use any type of training data for
ferent models on the test set. The result of 20Raraphrasing. This advantage is important for
training set is shown in Table 4. It can be seeH10S€ resource-poor language pairs.
that the coverage of 1-gram, 2-grams, 3-grams 'Ve further examine the translation results of
and 4-grams on the test set is increased by offfe baseline and our method. Some examples are
Ori.+1-PARA. And the method Ori.+1-PARA+ Shown in Table 5. In row 1 and row 2, the base-
M-PARA has further improved the coverage. Itlin€ results are improved by our method mainly
is not surprising that the phrase table of Callison!" the translation owill take timeandagain and
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again The phrases can only be translated wor&hilipp Koehn, Franz Josef Och, and Daniel Marcu.
by word in the baseline model. But in our aug- 2003. Statistical Phrase-Based TranslatiorPro-
mented model, the phrases can match complete c&edings of HLT/NAAClpages 48-54

translation phrases which are extracted from thBNiliPP Koehn. 2004. Statistical significance tefsts
paraphrase-expanded training data. The paraph_machme translation evaluation. Rroceedings of

. . . . . EMNLP, pages 388-395.
rase quality remains an issue with this methOd'.'%’hilipp Koehn, Hieu Hoang, Alexandra Birch, Chris

negative example is shown in row 3, which is 5jjison-Burch, Marcello Federico, Nicola Bertoldi,

caused by a wrong paraphrase substitutiars Brooke Cowan, Wade Shen, Christine Moran Ri-
- park chard Zens, Chris Dyer, Ondrej Bojar, Alexandra

Constantin, and Evan Herbst. 2007. Moses: Open
8 Conclusionsand Future Work source toolkit for statistical machine translatiém

Proceedings of the ACL Demo and Poster Sessions

This paper proposes a novel method for enrich- pages 177-180.
ing SMT training data by paraphrasing theYuval Marton, Chris Callison-Burch, and Philip Res-
source-side sentences of the bilingual parallel nik. 2009. Improved Statistical Machine Transla-
data through a statistical paraphrase generation tion Using Monolingually-Dervied Paraphrases. In
framework. Within the framework, a paraphrase_ Proceedings of EMNLfpages 381-390.
model and a language model in the source Iar’?—hl‘;")ch""Ir M'IUI"”' Lgc'a Stpec'a'lg'co'as Carllieddgb(')%o

agan, arc metman, an ZpekKtor. .
guage are employed to ensure th.e accurac_y of SoSrce-LanguagZ Entailment Modeli%g for Trans-
paraphrase. And a prOPOSEd object function, lation Unknown Terms. IrProceedings of ACL
named sentence novelty, is used to select _paraph-pages 791-799.
rases which have the most novel information fopresjav Nakov. 2008. Improved Statistical Machine
SMT system. Experimental results demonstrate Translation Using Monolingual Paraphrases. In
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