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Abstract

The term “genre” covers different aspects
of both texts and documents, and it has
led to many classification schemes. This
makes different approaches to genre iden-
tification incomparable and the task itself
unclear. We introduce the linguistically
motivated text classification task language
function analysis, LFA, which focuses on
one well-defined aspect of genres. The
aim of LFA is to determine whether a text
is predominantly expressive, appellative,
or informative. LFA can be used in search
and mining applications to efficiently fil-
ter documents of interest. Our approach to
LFA relies on fast machine learning classi-
fiers with features from different research
areas. We evaluate this approach on a new
corpus with 4,806 product texts from two
domains. Within one domain, we correctly
classify up to 82% of the texts, but differ-
ences in feature distribution limit accuracy
on out-of-domain data.

1 Introduction

Text classification has been successfully applied to
various natural language processing tasks, among
which some of the most popular are topic de-
tection, authorship attribution, sentiment analysis,
and genre identification. While the first three refer
to single aspects of a text, genres cover different
properties of both documents and texts, such as
their form, function, purpose, and target audience.
As a consequence, many different genre classifica-
tion schemes exist, which makes most approaches
to genre identification badly comparable as a re-
cent study showed (Sharoff er al., 2010). Corre-
spondingly, the question which features work best
in genre identification still remains open. We ar-
gue that one major reason behind is a missing
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common understanding of genres and that we need
to focus on the single aspects of genres in order to
overcome this situation.

In this paper, we investigate why a text was writ-
ten. Therefore, we introduce the ambitious task
language function analysis, abbreviated as LFA,
1.e., to classify the predominant function of a text
as intended by its author. In line with the work
of the psychologist Karl Biihler (1934), we dis-
tinguish three abstract and very general classes,
namely, expressive, appellative, and informative
texts. Several search and text mining applications
can benefit from applying LFA as a document fil-
tering step with respect to both efficiency and ef-
fectiveness. A search engine, for instance, might
restrict its result list to hits that mainly serve an in-
formative purpose. Similarly, LFA can be used in
opinion mining to cancel out promotional texts in
favor of personal attitudes. While, of course, LFA
does not replace genre identification, we think that
language functions constitute one root of a com-
mon and clear genre concept.

Language functions are well-studied in linguis-
tic pragmatics, but we analyze whether they also
correlate with statistical text characteristics. For
this purpose, we built a manually annotated cor-
pus with 4,806 product-related texts from two sep-
arated domains (music and smartphones) in close
collaboration with industry. Each text is tagged
as personal, commercial, or informational, which
can be seen as an application-specific classifica-
tion by language function. Also, the texts have
been categorized by sentiment polarity.

Our approach to LFA relies on machine learning
of lexical and shallow linguistic features from dif-
ferent research areas. We evaluate this approach
both for classification within one corpus domain
and for the transfer to another domain. With re-
spect to the in-domain task, our results indicate
that a text collection of homogeneous quality and
style allows for high accuracy. In particular, we
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correctly classify 81.9% of the music texts using
a very efficiently computable feature set. This
makes our approach suitable for document filter-
ing purposes. However, classification of out-of-
domain data seems difficult because of the covari-
ate shift (Shimodaira, 2000) in feature distribution
between domains. Interestingly, though, the best-
performing features for this task come from the
area of authorship attribution.

1.1 Summary of Contributions

Altogether, the main contributions of this paper
are the following:

e We introduce the linguistically motivated text
classification task language function analysis,
which addresses one well-defined aspect of
genres (Section 2).

e We provide a corpus for language function
analysis and sentiment analysis with product-
related texts that were manually annotated by
one of our industrial partners (Section 4).

e We analyze the impact of machine learning
features from different research areas on the
language function analysis of texts from two
domains (Sections 5 and 6).

2 Language Function Analysis

One of the most influential attempts to categorize
language functions was introduced by the famous
psychologist Karl Biihler (1934). In his Organon
model, which is rooted in Plato’s view of language
as a tool, Biihler identifies and interrelates three
fundamental functions of natural language in com-
munication: the expression of the speaker, the ap-
peal to the receiver, and the representation of the
object or state of affair being communicated. As
illustrated in Figure 1 they all refer to a linguistic
sign, which can be understood as the unit of all
forms of language.

Based on the three language functions, Katha-
rina Rei3 (1971) defined a classification of text
types, which relates to the intention of the author
of a text. In particular, she distinguished between
the form-focused expression of the author’s atti-
tudes in expressive texts, the aim of making an
appeal to the reader in appellative (or operative)
texts, and the content-focused description of ob-
jects and facts in informative texts. Reif3 assigned
several concrete text types such as “report” (infor-
mative), “novel” (expressive), or “comment” (in-

objects or states of affairs

\
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Figure 1: The organon model, formulated by Karl
Biihler (1934), with its three language functions
expression, appeal, and representation.

formative and appellative) to one or more of these
classes. While she claimed that a hybrid type is the
regular case, she observed that one function is pre-
dominant in most texts. We adopt Rei3’ typology
to define the language function analysis task.

Definition 1 (Language Function Analysis) Let
C = {expressive, appellative, informative} be the
set of abstract language functions and let d be a
text. Then the task of language function analysis,
LFA, is to find the mapping d — ¢ € C such that
c is the predominant language function of d.

We argue that LFA can help in many practical
problems where document filtering is needed, es-
pecially because of its generic nature. For product-
related texts, the use of LFA emerges, when we
map the abstract functions in C' to the following
concrete language function classes of text:

e personal (expressive). Text that aims to ex-
press the personal attitude of an individual to-
wards a product of interest.

o commercial (appellative). Text that follows
commercial purposes with respect to a prod-
uct of interest.

e informational (informative). Text that reports
on a product of interest in an objective and
journalistic manner.

Another example for a set of concrete language
function classes might be review (expressive), pro-
posal (appellative), and report (informative) in
the research project context. Notice, though, that
the mapping from abstract functions to concrete
classes of text is meant to be an interpretation for
a concrete learning situation rather than a redefi-
nition of the task. In the remaining sections, we
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use the classes personal, commercial, and infor-
mational for a first evaluation of LFA. Our intu-
ition is that, statistically, language functions imply
shallow linguistic features, such as certain parts-
of-speech or writing style characteristics.

3 Related Work

Classification by intention has been recently ad-
dressed in (Kroll and Strohmaier, 2009). The au-
thors infer a subset of 145 intentions from the tran-
scriptions of speeches based on actions mentioned
within the text. Similar problems refer to the anal-
ysis of speaker intentions in conversation (Kadoya
et al., 2005) and to the area of textual entailment
(Michael, 2009), which is about the information
implied by text. In contrast, LFA is about the ques-
tion why a text was written and, thus, refers to the
authorial intention behind a text.!

In that, our work resembles (Santini, 2005)
where a linguistic expert system analyzes the gra-
dation of four text types that convey the purpose
and function of a text. Two of these types fit to the
abstract functions introduced in Section 2, namely,
the types “explicatory/informational” and “argu-
mentative/persuasive”. However, the other types
(“descriptive/narrative” and “instructional”) seem
quite arbitrary and appear to intersect with the first
type. Moreover, a class for the expression of per-
sonal views is missing. This might result from the
used SPIRIT corpus (Clarke et. al., 2002), which
was created for question answering purposes. Be-
sides, language functions constitute a general clas-
sification scheme that may be concretized for a
task at hand, while Santini regards text types only
as input to web genre identification.

In terms of the communicative purpose of a text,
language functions can be considered as the most
abstract view on genres. Indeed, Kessler er al
(1997) argue that the class of texts that aim at per-
suading someone would not be seen as a genre
merely because that class is too generic. While
the authors simply define a genre to refer to a cer-
tain functional trait as well as to some formal prop-
erties, several abstract and concrete classification
schemes have been proposed for genre identifica-
tion. In a pioneer study on genres, Biber (1986)
analyzes basic textual dimensions, such as “infor-
mative vs. involved”, while Karlgren and Cutting

'While literature theory also addresses the intention of the
reader and the intention of the text itself (Eco, 1990), only
authorial intention is relevant for the purpose of this paper.
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(1994) try to automatically separate informative
from imaginative texts. Stamatatos et. al. (2000)
rely on more concrete press-related genres (e.g.
“Letter to the editor” or “Spot news”), and Garera
and Yarowsky (2009) investigate modern conver-
sational genres, such as “Email”.

The two latter show that genres do not only de-
scribe the function and purpose of a text, but also
its form and target audience and, thus, also rep-
resent concepts orthogonal to language functions.
Correspondingly, a great deal of genre research
in the last decade focused on web genres as sur-
veyed in (Stein et al., 2010). Two standard cor-
pora for web genre identification, KI-04 (Meyer
zu Eissen and Stein, 2004) and SANTINIS (San-
tini, 2010), illustrate a common situation in genre
research: Their classification schemes partly over-
lap, e.g. the class “Help” from KI-04 can be
mapped to “FAQ” in SANTINIS, but partly also
contain unique and quite specific classes, such as
“Search pages” in SANTINIS. Moreover, Sharoff
et. al. (2010) found out that seemingly similar
classes (“Portrayal” and “Personal home page”)
differ strongly in terms of discriminative features.
This supports our argumentation that there is nei-
ther a clear common understanding of genres, nor
a well-defined genre concept. Additionally, Boese
and Howe (2005) recognized that, in the web, gen-
res may evolve over time to other genres.

However, language functions still represent one
important aspect of genres. Accordingly, genre
identification and LFA have similarities with re-
spect to both practical applications (e.g. document
filtering) and potentially helpful features. Since
our focus is on a text itself as opposed to a docu-
ment, we follow Webber (2009) who emphasizes
the importance of text-internal and linguistic fea-
tures, such as particular parts-of-speech. Also,
we investigate both character-based and word-
based n-grams, which were most successful in the
above-mentioned evaluation of genre collections
of Sharoff et al. (2010).

Further promising features relate to sentiment
analysis and authorship attribution. Like LFA,
sentiment analysis covers the issue of subjectiv-
ity (Pang and Lee, 2008), but it addresses what is
said. Correspondingly, research in sentiment anal-
ysis often focuses only on characteristic terms as
in (Prettenhofer and Stein, 2010). In contrast, ap-
proaches to authorship attribution aim at measur-
ing the writing style of a text; sometimes based on



lexical and shallow linguistic information (Luyckx
and Daelemans, 2008), sometimes using deeper
analyses like parsing (Raghavan ef al., 2010). We
adopt some of these features in Section 5 and 6.

4 The LFA-11 Corpus

To evaluate LFA, we built the LFA-11 corpus with
manually annotated German texts from two sepa-
rated domains: music and smartphones. The pur-
pose of the corpus is to provide textual data for
the development and evaluation of approaches to
LFA and sentiment analysis. The corpus is freely
available at http://infexba.upb.de.

The music collection of LFA-11 contains 2,713
promotional texts, professional and user reviews
that were taken from a social network platform.
Accordingly, these texts are well-written and of
homogeneous style. In contrast, a set of 2,093 blog
posts from the Spinn3r corpus® addresses smart-
phones. The Spinn3r project aims at crawling
and indexing the whole blogosphere. Hence, the
texts in the smartphone collection vary strongly in
quality and writing style. While the music texts
span 9.4 sentences with 23.0 tokens on average,
the blog posts have an average length of 11.8 sen-
tences but only 18.6 tokens per sentence.

4.1 Annotations

The corpus consists of UTF-8 encoded XMI files
preformatted for the Apache UIMA framework?,
which implements the Unstructured Information
Management Architecture (Ferrucci and Lally,
2004). Each file includes the text together with
one of the language function annotations personal,
commercial, and informational. Also, the texts
have been classified by sentiment polarity as pos-
itive, negative, or neutral. Tagging was done by
two employees of the Digital Collections Verlags-
gesellschaft mbH, a leading supplier of digital as-
set management systems.

Figure 2 shows excerpts from three texts of the
music collection, one out of each language func-
tion class. The excerpts have been translated to
English for clarity. While some indicators of lan-
guage functions might have been lost due to trans-
lation, the examples underline the strong connec-
tion of the concrete language function classes to
the abstract functions from Section 2. In order to
support a consistent categorization, the following

2Spinn3r corpus, http://www.spinn3r.com
3 Apache UIMA, http://uima.apache.org
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personal. ... How did Alex recently ask when he saw
Kravitz’ latest best-of collection: Is it his own liking, the
voting on his website, or the chart position what counts?
Good question. However, in our case, there is nothing to
argue about: 27 songs, all were number one. The Beatles.

Biggest band on the globe. ...

commercial. ... The sitars sound authentically Indian. In
combination with the three-part harmonious singing and
the jingle-jangle of the Rickenbacker guitars, they create
an oriental flair without losing their Beatlesque elegance.

If that doesn’t make you smile! ...

informational. ... “It’s All Too Much”? No, no, still okay,
though an enormous hype was made for decades about the
seemingly new Beatles song. The point is that exactly this
song “Hey Bulldog” has already been published long time
ago, most recently on a reprint of “Yellow Submarine” in
the year 1987. ...

Figure 2: Translated excerpts from three texts of
the music collection. Note that the translation to
English might have affected the indicators of the
corresponding language functions.

guidelines were given to the two employees for the
language function annotations:

e personal. “Use this annotation if the text
seems not to be of commercial interest, but
probably represents the personal view on the
product of a private individual.”

e commercial. “Use this annotation if the text
is of obvious commercial interest. The text
seems to predominantly aim at persuading
the reader to buy or like the product.”

e informational. “Use this annotation if the text
seems not to be of commercial interest with
respect to the product. Instead, it predomi-
nantly appears to be informative in a journal-
istic manner.”

About 20% of the music texts and 40% of the
smartphone texts were tagged twice in order to
compute inter-annotator agreement. The resulting
values k,, = 0.78 (music) and x5 = 0.67 (smart-
phone) of Cohen’s Kappa (Carletta, 1996) for the
language function annotations constitute “substan-
tial agreement”. Especially s is far from perfect,
which can be problematic for text classification
purposes. Under consideration of the hybridity of
language functions in texts (cf. Section 2), x,, and
ks appear to be quite high, though.



Set personal commercial informational

music collection

Training 521 (38.5%) 127 (94%) 707 (52.2%)
Validation 419 (61.7%) 72 (10.6%) 188 (27.7%)
Test 342 (50.4%) 68 (10.0%) 269 (39.6%)
smartphone collection

Training 546 (52.1%) 90 (8.6%) 411 (39.3%)
Validation 279 (53.3%) 36 (6.9%) 208 (39.8%)
Test 302 (57.7%) 28 (5.4%) 193 (36.9%)

Table 1: Distribution of language function classes
in the music and smartphone sets of the corpus.

Set positive neutral negative
music collection

Training 1003 (74.0%) 259 (19.1%) 93 (6.9%)
Validation 558 (82.2%) 82 (12.1%) 39 (5.7%)
Test 514 (75.7%) 115 (16.9%) 50 (7.4%)
smartphone collection

Training 205 (19.6%) 738 (70.5%) 104 (9.9%)
Validation 110 (21.0%) 343 (65.6%) 70 (13.4%)
Test 84 (16.1%) 359 (68.6%) 80 (15.3%)

Table 2: Distribution of sentiment polarity classes
in the music and smartphone sets of the corpus.

4.2 Evaluation Sets

We created splits for each domain with half of the
texts in the training set and each one fourth in the
validation set and test set, respectively. Table 1
and Table 2 show the class distributions of lan-
guage functions and sentiment polarities. The dis-
tributions indicate that the training, validation, and
test sets differ significantly from each other. Also,
Table 1 and 2 give a first hint that the correlation
between language functions and sentiment is low.
With regard to the distribution of language func-
tions, we observe a large imbalance between the
three classes. In case of double-annotated texts,
we chose the annotations of the employee who cat-
egorized more texts as commercial. Still, this class
remains by far the minority class with only about
5% to 10% of the texts in all sets. This, of course,
makes the task at hand more difficult.

5 TFeatures

To investigate whether LFA has correlations with
other text classification tasks, we experimented
with several lexical and shallow linguistic features
that relate to some of the research areas mentioned
in Section 3. For a concise evaluation, we orga-
nized these features into the following six types.
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1. Simple genre features. Simple approaches
from genre identification: the frequency of
each part-of-speech tag that occurs at least
15 times in the training set, the average word
length, and the Lix readability index (Ander-
son, 1983).

. Text type. Features inspired by linguistic ex-
pert knowledge from (Santini, 2005), namely,
the frequency of time and money entities as
well as the frequency of two sets of part-of-
speech tags: a) personal and possessive pro-
nouns, b) nouns and adjectives.

. Writing style. A selection of measures used
in authorship attribution (Stamatatos, 2009):
the frequency of the most common words,
part-of-speech trigrams, and character tri-
grams as well as the frequency of capital-
ized, upper-case, and lower-case words. The
same for parentheses, punctuation and quo-
tation marks, and the portion of “?” and “!”
under all sentence delimiters.

. Sentiment. Indicators for sentiment, namely,
the frequency of 15 common emoticons such
as “;-)” and the sentiment polarity of the text.

. Core trigrams. The frequency of the most
discriminative part-of-speech and character
trigrams of each language function class.
Similar features performed best in (Sharoff et
al., 2010). Here, we use all trigrams that oc-
cur over six times as often in one class c as in
any other class ¢ # c.

. Core vocabularies. The frequency of the
most discriminative words, introduced as a
genre feature by Lee and Myaeng (2002). We
define such a word to occur at least in 15
training texts of class ¢ and over six times as
often in ¢ as in any other class ¢’ # c.

6 Experiments

We now report on an evaluation of our approach
to text classification by language function. As text
classification often suffers from domain depen-
dency, i.e., effective results are only achieved in
the learning domain, we experimented with both
corpus domains. The goal of our evaluation can be
seen as three-fold: first, to evaluate the effective-
ness of an LFA classifier on in-domain and out-
of-domain data, second, to analyze the impact of
each single feature type from Section 5, and third,
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Figure 3: Classification accuracy in the LFA task for a stepwise integration of the six feature types and
the transfer to another domain: (a) Training on the music training set, application to the music test set,
and transfer to the smartphone test set. (b) Training on the smartphone training set, application to the
smartphone test set, and transfer to the music test set.

to check whether LFA based on supervised learn-
ing qualifies for document filtering purposes.*

6.1 Experimental Set-up

Since commercial texts are largely underrepre-
sented in the music and the smartphone collec-
tion, the two training sets were balanced with over-
sampling. After sentence splitting and tokeniza-
tion, we applied the highly efficient TreeTagger
(Schmid, 1995) for part-of-speech tagging and we
extracted time and money entities with fast regu-
lar expressions. Regarding sentiment polarity, we
used the corpus annotations for simplicity.

For the writing style features, we determined
the 48 most common words, the 55 most common
part-of-speech trigrams, and the 35 most common
character trigrams on the training set of each col-
lection. Accordingly, we computed the most dis-
criminative trigrams for feature type 5. The core
vocabularies sum up to 30 words for the music col-
lection and to 36 words for the smartphone collec-
tion (proper names were discarded). Some of these
words are quite specific, e.g. “single” in the music
domain (an indicator for commercial), while oth-
ers seem less domain-dependent such as “zumind-
est” (“at least”, informational).

Altogether, the six feature types were instanti-
ated by 299 music and 373 smartphone features,
respectively. On both training sets, we trained one
linear multi-class support vector machine (here-
after called SVM) using feature type 1 to m for
each m € [1,6] as well as one such SVM using
only type m. For this, we applied the LibSVM in-
tegration in Weka (Hall et. al., 2009; Fan et. al.,
2001), where we selected the cost parameters of all

“The Java source code and the feature files used for eval-
uation can be accessed at http://infexba.upb.de.
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SVMs on the validation sets. Finally, we analyzed
the impact of the resulting classifiers on both test
sets. We measured their effectiveness in terms of
accuracy, precision, and recall and their efficiency
in milliseconds per processed input text.

6.2 Results

Effectiveness of the classifiers. Figure 3a illus-
trates classification accuracy on the music test set
for a stepwise integration of feature type 1 to 6 into
an SVM trained on the music training set. Addi-
tionally, the accuracy for the transfer of the SVM
with all features to the smartphone domain is de-
picted. The simple genre features (SG) already
achieved 69.4%. While text type (77) and senti-
ment (SE) contributed only little, the writing style
features (WS) and the core trigrams (CT) boosted
accuracy by 4.4% and 6.2%, respectively. At last,
the core vocabularies (CV) added 1.2 percentage
points to the resulting overall accuracy of 81.9%
(86.7% on the validation set).

When we applied the SVM with all features to
the smartphone test set, its accuracy dropped to
48.8%. To find out whether this dramatic decrease
indicates a covariate shift in the feature distribu-
tion between the two domains, we retrained the
SVM on the smartphone training set. Indeed, its
accuracy was re-increased to 68.8%, as shown in
Figure 3b. Interestingly, though, the domain trans-
fer worked fine in the opposite direction, i.e., the
SVM trained on smartphone texts still correctly
classified 63.3% of the texts in the music test set.
We suppose that this effect originates from the
heterogeneity of the smartphone texts, which pre-
vented the learning of features from being biased
towards a certain style of speech. Such a bias nat-
urally exists in music reviews and the like.
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Figure 4: Classification accuracy of each feature type trained on the music training set and applied to
both the music test set and the smartphone test set. The accuracy of all features is given on the right.

Domain Class Precision Recall F,

music personal 88.7% 84.8% 86.7%
commercial  61.9% 88.2% 72.7%
informational 80.8% 76.6% 78.6%

smartphone personal 83.5% 68.5% 75.3%
commercial  23.2% 46.4% 31.0%
informational 63.9% 72.5% 68.0%

Table 3: Precision, recall and F;-score for the
three language function classes on the in-domain
test sets using the SVM with all six feature types.

Nevertheless, Figure 3b also conveys that we
achieved 13.1% less accuracy in the smartphone
domain than in the music domain (68.8% vs.
81.9%). The accuracy of SG, 64.2%, was over
five points lower, and only the integration of 77T
(+1.8%) and CT (+3.1%) yielded notable improve-
ments afterwards. Adding WS even led to a de-
crease of one percentage point. However, this does
not mean that the writing style features failed, as
we see later on, but seems to be only noise from
the optimization process of the SVM.

While a kappa value of 0.67 (cf. Section 4) ren-
ders high accuracy difficult, in general, one reason
for the weak performance on the smartphone test
set can be inferred from Table 3. This table lists
effectiveness results of the SVMs with all features
for each class. On the music test set, we observe
a recall of more than 75% for all three classes.
Though precision significantly dropped for com-
mercial, given a class imbalance of 1:9 (com-
mercial:rest), 61.9% is still over five times better
than the expected precision of guessing. In con-
trast, the recognition of commercial texts failed on
the smartphone test set with an F-score of only
31.0%. Apparently, the SVM did not determine
meaningful features for commercial, probably be-
cause of the small number of commercial texts (cf.
Table 1) in combination with the heterogeneity of
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the smartphone collection. This, in turn, also af-
fected the effectiveness of the other classes.

Effectiveness of the feature types. We measured
the effectiveness of each feature type in isolation
in order to investigate their impact on LFA. Within
music, the simple genre features, the writing style
type, and the core trigrams did best, each of them
with nearly 70% accuracy as shown in Figure 4.
However, there is not one discriminative type, i.e.,
the complete feature set clearly outperformed all
single types. Under the transfer to the smartphone
domain, only the text type and writing style fea-
tures reasonably maintained effectiveness. The
core vocabularies failed on out-of-domain data,
and also the core trigrams did unexpectedly bad,
dropping from 68.6% to 10.5%.

With regard to sentiment, our evaluation under-
pins the observation from Section 4 that sentiment
polarities and language functions hardly correlate:
the according features learned on the music train-
ing set did not work out on both test sets, and the
same holds for the opposite direction in Figure 5.
There, we see that feature type 1, 3, and 5 also
performed best within the smartphone domain. In
particular, the writing style type (64.8%) is only
4% worse than the complete feature set. More-
over, while the domain transfer worked well in
general, again the most impact was achieved by
the text type features with 59.8% accuracy and by
the writing style features with 58.9%. This sug-
gests that the distribution of these features is only
weakly domain-dependent in LFA. With respect
to the writing style type, this is an interesting re-
sult, as it indicates that the genre-related task LFA
significantly benefits from features that are most
prominent in the area of authorship attribution.

Efficiency. We measured the run-time of the
classifier with the complete feature set ten times
on the music test set using a 2 GHz Intel Core
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Figure 5: Classification accuracy of each feature type trained on the smartphone training set and applied
to both the smartphone test set and the music test set. The accuracy of all features is given on the right.

2 Duo MacBook with 4 GB RAM. Including all
processing steps (sentence splitting, tokenization,
part-of-speech tagging, entity recognition, feature
extraction, and classification), the average run-
time was 37.0 ms per text (¢ = 0.6 ms) compared
to 6.2 ms needed for tokenization alone. At least
for the homogeneous music domain, where we
achieved high accuracy, we thus claim that our ap-
proach is suitable for fast document filtering.

7 Conclusion

We presented the text classification task language
function analysis, LFA, which addresses why a
text was written and which is motivated by Karl
Biihler’s functions of natural language. We see
language functions as one root of a well-defined
genre concept and we argue that a common under-
standing of such a concept is needed in order to
achieve real progress in genre research.

For evaluation of LFA, we provide the LFA-11
corpus with product-related texts from two very
different domains that was developed in collabo-
ration with industry. Each text in the corpus has
been manually classified by its concrete language
function. Approaching LFA with machine learn-
ing, we achieved promising results within one ho-
mogeneous domain. Moreover, we found out that
features commonly used in authorship attribution
have the most impact on LFA in both evaluated do-
mains and that they also qualify for domain trans-
fer. This indicates that language functions relate
to the writing style of a text. In contrast, the cor-
relation with sentiment appeared to be low.

However, in general, both the language function
analysis of more heterogeneous texts and the do-
main transfer remain unsolved. In future work, we
hence aim to investigate the use of sentence-level
classification and domain adaptation techniques to
further improve our approach to LFA.
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