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The query expansion technique has been widel
used in recent web-search engines. Query expan-
sion significantly improves recall in information
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Abstract

A novel reranking method has been de-
veloped to refine web search queries. A
label propagation algorithm was applied
on a clickthrough graph, and the candi-
dates were reranked using a query lan-
guage model. Our method first enumer-
ates query candidates with common land-
ing pages with regard to the given query
to create a clickthrough graph. Second, it
calculates the likelihood of the candidates,
using a language model generated from
web search query logs. Finally, the can-
didates are sorted by the score calculated
from the likelihood and label propagation.
As a result, high precision and coverage
were achieved in the task of Japanese ab-
breviation expansion, without using hand-
crafted training data.

Introduction

To alleviate this problem, web-search engines
often exploit web search query logs to automati-
cally generate a thesaurus. A web search query is
a query that a web user types into a web search en-
gine to find information. It is noisy and sometimes
ambiguous to detect query intent, but it is a great
way to create a fresh web dictionary at low cost.
Hence, the web search queries are widely used in
the NLP field. For instance, Hagiwara and Suzuki
(2009) used them for a query alteration task, and
Sekine and Suzuki (2007) leveraged them for ac-
quiring semantic categories.

More recently, web search clickthrough logs
have been explored in the field of lexical acquisi-
tion. A web clickthrough is the process of clicking
a URL and going to the page it refers. This en-
sures that the landing page is appropriate since the
web user follows the hyperlink after checking the
information displayed, such as ‘title’, ‘URL’, and
‘summary’ of their search. Two distinct queries
landing on the same ‘URL' are possibly input for
the same purpose, meaning that they are likely to
be related. In the NLP literature, clickthrough logs
ave been used to learn semantic categories (Ko-
machi et al., 2009) and named entities (Jain and
Pennacchiotti, 2010).

retrieval operations. It uses a thesaurus or syn- Th ) tributi fthi Kis two fold:
onym dictionary to reformulate a query, or to cor- € main contribution ot this work 1S two fold:

rect spelling errors in search queries.

In the early days of the speller, the dictionary
was manually compiled by lexicographers. How-
ever, it is time consuming to construct a broad
coverage dictionary, and domain knowledge is re-
quired to achieve high quality. Moreover, the rapid

growth of the web makes it even harder to main- _ o
tain an up-to-date dictionary for the web. This is a very first step of Japanese abbreviation
expansion task using search logs.

*The work of Kobayashi were performed at Yahoo Japan. = luati N . thod. it
Current affiliation: Google Japan, Roppongi Hills Mori or evaluation or query expansion method, |

Tower, 6-10-1 Roppongi, Minato-ku, Tokyo 106-6126, Japanis desirable to use a set of queries for evaluation.

e We propose a novel method to combine web
search query logs and clickthrough logs.

e To the best our knowledge, this work is the
first attempt to automatically recognize full
spellings given Japanese abbreviations.
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However, it is difficult to obtain them beforehand, Cucerzan’s method. Their reranking method
because we have to check query logs to find incorhad the advantageous ability to incorporate click-
rect queries and make necessary changes to defitteough logs to a translation model learned as a
their corrections. ranking-feature. However, their methods are based
Therefore, in this paper, we focus on query ab-on edit distance, and thus they did not deal with the
breviation and evaluate our proposed approach itask of synonym replacement and acronym expan-
an abbreviation expansion task. Abbreviation exsion.
pansion itself is difficult for many query expan-  Wei et al. (2009) addressed synonym extraction
sion methods based on edit distance, because tling similarity based on Jensen-Shannon diver-
input and output have only a few, if any, charac-gence of commonly clicked URL distribution be-
ters in common. Our clickthroughlog-based aptween queries. Their approach is similar to our
proach can expand even queries that do not shafgoposed method, except that they did not use a
any characters at all with the abbreviated ohes |anguage model. Also, their method is not scalable

Since our method does not rely on any languageand cannot be applied to our task using large-scale
it is applicable to any other languages includingdata.

Chinese and English. Jain and Pennacchiotti (2010) proposed an un-
The rest of this paper is organized as follows.gypervised method for named entity extraction
Section 2 describes previous works in query eXfrom web search query logs. They performed a
pansion tasks. In Section 3, we formulate a query,|ystering method using a combination of features
expansion task in a noisy channel model frameygsed on query logs, web documents, and click-
work. In Section 4, we show that label propagationthrough logs. They showed that clickthrough logs
on a clickthrough graph can be used as a query aliye higher accuracy than query logs as a corpus.
breviation model and extract candidates for query Guo et al. (2008) proposed a unified approach
correction without preparing correct (:andidatesforquery expansion using a discriminative model.
Section 5 explains the query language model w hey extended feature function of CRFs (Laf-

use. In Section 6, we evaluate our method in an abf—erty et al., 2001) by adding ‘operation’ to the
breviation expansion task and show its efficiencytriplet varia,bles: ‘feature’, ‘label’, and ‘operation’.

Section 7 offers conclusions and directions for fu"Operation’ represents a process for query expan-
ture work. sion. For example, ‘operation’ can take four states
(‘deletion’, ‘insertion’, ‘substitution’, and ‘trans-
position”) on spelling correction. However, their
Query expansion for a web-search query has tonethod needs supervised data for training and can-
handle neologisms and slang on the web. Thug)ot deal with a word that does not occur in the
it is labor-intensive to maintain a list of correctly corpus. In fact, they used only 10,000 queries
spelled words for search queries. Additionally,to learn the query expansion model. Unlike their
Japanese query expansion includes several task®ethod, our approach takes advantage of an enor-
such as word segmentation, word stemming, anflous amount of clickthrough logs for learning the
acronym expansion. Much of the previous workguery abbreviation model.
has focused on each individual task (Ahmad and Query suggestion is another task that uses
Kondrak, 2005; Chen et al., 2007; Bergsma andearch logs (Mei et al., 2008; Cao et al., 2008).
Wang, 2007; Li et al., 2006; Peng et al., 2007;Query suggestion differs from our task in that it
Risvik et al., 2003). allows queries to be suggested that are different
Cucerzan and Brill (2004) clarified problems from the one that the search user types.
of spelling correction for search queries, address- Furthermore, some previous works have ad-
ing them using a noisy channel model with a lan-dressed acquiring a Japanese abbreviation task.
guage model created from query logs. Gao et alMurayama and Okumura (2008) formulated the
(2010) and Sun et al. (2010) applied a rerankingsrocess of generating Japanese abbreviations by
method applying neural net to the search-queryoisy channel model but they did not handle ab-
spelling correction candidates obtained from theyreviation expansion. Okazaki et al. (2008) dealt

INote that our method can be applied to query expansiorWith recognizipg Jgpanese abbreviation tasks as
as well. a binary classification problem. They extracted

2 Related Work
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o URL using the web search logs. We calculate the
Bipartie graph Input: query(@ % relatedness between the queries on this graph to
— | eer select a set of candidatés Since the label prop-
Clickthrough logs ganddates agation is mathematically identical to the random
—_— \ walk with restart, probability of the label propaga-
< N < tion can be regarded as the conditional probability
Search logs :> Reranking P(qg|c). If we assume that the relatedness score
_J Outputiym_“ represents the conditional probability of the typed
- Offline part “oninepat ——— querygq given a candidate € C, P(q|c), thec* is

calculated byargmax P(c) x P(q|c). As a conse-

) . ) guence, we propose reranking in accordance with
Figure 1. Combining _cllc_kthrough I(_)gs and Searchthe follow equation using two probabilistic mod-
logs for query abbreviation expansion els Py and Pp and then output ranked can-

didates. In this paper, we will definB; p inter-
pairs of words from the newspaper corpus uschangeably as a query abbreviation model ;.
ing a heuristic and then classified them as “ab-
breviation” or “not-abbreviation”. However, their
heuristic for obtaining abbreviation candidates  score(q,c) = Porum(c) X Poam(gle)  (2)

cannot be applied to web search queries. i i
i q An advantage of our proposed method is that it

3 Noisy Channel Model for Abbreviation  can correct a query by only using search logs with-
Expansion out a manually labeled-corpora or any heuristics.

Our approach is a versatile framework for query

In this section, we explain our noisy channel basednansion and thus is not specialized for any tasks.
approach to query expansion. We define the quenfe explain the label propagation algorithm on a

expansion problem as follows: Given a userSgjickihrough graph and the query language model
query ¢ and a set of search logs, find a cor-  pgjow.

rect queryc € C' that is most relevant to the in-

put ¢. In a probabilistic framework, this can be 4 Query Abbreviation Model from
formulated as finding thergmax P(c|q). Apply- Clickthrough Logs

ing Bayes’ Rule and dropping the constant de- . . . .
nominator, we obtain a unnormalized posterior:m”,1IS section, we describe a label prgpagatlon al-
argmax P(c) P(q|¢)(Eq.1). We now have a noisy gorithm on a clickthrough graph. It is based on

channel model for query expansion, with two com-2 p.revi'ous work by Komach'i et al. (2009). Thg
ponents: the source mod#&i(c) and the channel main difference between their method and ours is

model P(q]c). that we use the normalized poi_ntwi_se mutual_ in-
formation and the 1-step approximation of a click-
through graph.
¢* = argmax P(c|q) Graph-based semi-supervised methods such as
¢ label propagation can performance well with only
— argmax P(c)P(g|c) a few seeds and scale up to a large dataset. Figure
c P(q) 2 illustrates the process of label propagation using
= argmax P(c)P(q|c) (1) aseedterm“abc”.

This is a bipartite graph whose left-hand side

We use a language model estimated from searchodes are terms and right-hand side nodes are
query logs as the source model, thB&) repre-  patterns. Starting from “abc”, the label prop-
sents likelihood ot as a query. As for the chan- agates to other term nodes through the pat-
nel model, we use a label propagation method omern “http://abcnews.go.com” that is strongly con-
a clickthrough graph as proposed by Komachi enected to “abc” and thus the label “abc” will
al. (2009). Figure 1 shows the framework of ourbe propagated to “american broadcasting corpora-
approach. tion”.

To find candidates to the input query, we con- In this way, label propagation gradually propa-
struct a bipartite graph from a query and a clickedyates the label of the seed instance to neighboring
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Inputd]
Seed instance vectat(0)
Instance similarity matrix4
http://abcnews.go.com/ OUtpUG
Instance score vectdf(t)
1: Construct the normalized Laplacian matrix

L=1I1-—D124AD1/2

abc http://www.abc-tokyo.com/

american

b

br g
corporation

alphabet

song http://www.alphabetsong.org/

_ ' 2: lterate
g:ﬁ:t'a" ................... 'Q http://en.wikipedia.org/ F(t + 1) = Of(_L)F(t) + (1 - Oz)F(O)
company until convergence

Figure 2: An illustrative example of Instance- Figure 3: Laplacian label propagation

Pattern co-occurrence graph and label propagation
process. i o .

The strength of lines indicates relatedness b(—:‘twee‘rlfl Cigehstep approximation of clickthrough
each node, whereas the depth of the color of nodes grap

represents relatedness to the seed. The darken@g this paper, we extract queries landing on the

left-hand side node, the more likely it is similar to same URL as the one related with input query

“abc”. The darker aright-hand side node, the morgyy stopping label propagation after 1-hop. These

likely it is the characteristic pattern of “abc”. queries are possibly synonyms with the input
guery and thus possible to correct without seman-
tic transformation.

nodes, and optimal labels are given as the labels Figure 3 shows the label propagation algorithm
at which the label propagation process has conon a clickthrough graph.
verged. Given an instance set X =

. . N Ty, . T, T4g,---,2,p and a label set
However, the seed instance like that in Flgure§ — {1, ...}, the firstl instances; (i < 1) are

2 p.OSSIny causes a result to be worse in a task Jabeled ag; € L. The goal is to predict the labels
lexical acquisition, due to an ambiguous instance

“abc”, which belongs to more than one domain,Of the unlabeled instances, (I + 1 _S “ S_n)'

e.g. “mass media’ and “dance”. It is expected L€t/ denote the setof x c matrices with non-

that the label propagates to unrelated instances ffégative entries. A matri¥' = [Fy, ..., Fo]" €

we have highly frequent ambiguous nodes. Thig~ correspgnds to a_classmcatlon on the dataset

problem is called “semantic drift” and has receivegt PY 1abeling each instance; as a labely; =

a lot of attention in NLP research (Komachi et al.,279mazj<cFij. Define Iy as the initial /* with

2008). F;; = 1if z; is labeled as a labg); = j and

F;; = 0 otherwise. Théi, j)-th element of the fi-

Komachi et al. (2008) have reported that bootnal matrix ' represents a similarity to the labeled

strapping algorithms like Espresso (Pantel angnstances. We use these similaritiesig|c) in

Pennacchiotti, 2006) can be viewed as Kleinberg'€quation 2, where is a seed instance,is a la-

HITS algorithm (Kleinberg, 1999) and the “se- peled instance by label propagation.

mantic drift” problem on the graph is the same  rpe jpstance-instance similarity matrit in

phenomenon as “topic drift” in HITS, which con- Figure 3 is defined ad — W2V wherelV is an

verges to the eigenvector of the instance-instanc,giance-pattern matrix. The, j)-th element of

similarity graph created from instance-pattern Coyy;. - contains the relative frequency of occurrence
occurrence graph as described in the next subsegf instancer; and pattern;
i /B

tion. D is a diagonal degree matrix of where the
Our label propagation method based on Ko-(i, j)-th element ofD is given asD;; = Zj Agj.
machi et al. (2009) can be used as a relatednessabel propagation has a paramete(0 < a <
measure that returns a similarity score relative to\™!, where\ is a principal eigenvalue of normal-
the seed instance, and thus is suitable for a queriged Laplacian matrix.) that controls the effect of
correction task. clamping the label distribution of labeled data.
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4.2 Normalized PMI In the web search, neologims appear continu-

Komachi et al. (2009) suggested that the normal®Usly; which make it hard to compute the like-
ized frequency causes semantic drift (Jurafsky aninood of queries by a word n-gram language

Martin, 2009), and we confirmed this phenomenor{nOdel- Moreover, characters themselves carry

in our preliminary experiment. They suggested us€ssential semantic information in Chinese and

ing relative frequency such as pointwise mutual in-J2Panese. Therefore, we build a character lan-
formation (PMI) and log-likelihood ratio as coun- 94ageé model for the search query logs follow-

termeasure against semantic drift. Therefore, wid observations of the usefulness of character
used pointwise mutual information (PMI) shown N-grams for Japanese (Asahara and Matsumoto,

below to handle the aforementioned semantic drif¢004) and Chinese (Huang and Zhao, 2006). Asa-
problem. hara and Matsumoto used a window of two char-

P(z,p) acters to the right and to the left of the focus char-
PMI(x,p) = lnﬁ (3) acter, which results in using character 5-grams.
TP We also used 5-grams for a query language model

PMI assigns high scores to Iow-frequency]crom the preliminary experiment.

events. Moreover, using PMI naively makesg Experiment

sparse matriXy dense. Therefore, we used nor-

malized PMI (NPMI) (Bouma, 2009) below as the 6.1  Test Set

relative frequency and cut off the values lower thanye collected abbreviations thcronym’, ‘Kaniji’,

a threshold (6 > 0). ‘Kana’ from the Japanese version of Wikipedia,
P(z,p) and then removed single letters and duplications.

NPMI(z,p) = {Z”M} /_Z”P(va) Finally, we gathered 1,916 terms and used them in

(4) our evaluation.

6.2 Construction of a Clickthrough Graph

(NPMI(z;,p;) < 0) We used queries and clicked links in Japanese
- clickthrough logs as instances and patterns, re-
(6> 0) 5) s_pectively. We tallied them in the below condi-
. tions.

W {NPMI(xi,pj) (NPMI(x;,pj) > 0)
ij =
0

NPMI prevents low-frequency events from be- 1. Query and clickthrough are unique with re-
ing assigned scores that are too high by dividing ~ SPect to each cookie each day.

by —InP(z, p) and heads off excess label propa- If a user input the same query and clicked the
gation through them. By cutting off negative val- ~ Same URL any number of times, we do not
ues, the range di¥’;; can be normalized to [0,1]. count if[ as occurring multiple times, l.e. we
Additionally, this prevents sparse matfiX from do not increase the number of clickthrough.

being dense and reduces the noise in the data. . . .
2. Alphanumeric characters in a query are uni-

5 Query Language Model fied to one-byte lower-case characters
In this paper, we use a character n-gram language3- A sequence of white space in a query is uni-
model to obtain the likelihood of the candidates  fied to single one-byte white space character

for query expansion in Equation 2. 4. All the URLs included in clickthrough logs

N—1 are unique, i.e., we did not generalize URLs
P(c) = H P3| @i N1, i) as Tseng et al. (2009) did.
i=0

N—1 The Japanese clickthrough logs were collected
_ H freq(zi—N+1,. .., %) (6) from October 22 to November 9, 208@nd from
i Jrea(@iongs - wia) January 1 to 16 in Yahoo Japan web search logs.

h ider | fi fN 2A storage device in our experimental environment be-
where considet Is a contiguous sequences of N came full when tallying clickthrough logs. As a result, we

characterg = {xg, X1y 7:r:n_l} . were not able to use clickthrough logs of some periods.
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Links clicked less than 10 times were removed forstatistics show that input queries should be re-

efficiency reasons. Finally, we obtained 4,428,43(placed by totally different characters and it is diffi-

nodes, 16,841,683 patterns, and 16,988,516 edgesilt to use edit distance for extracting correct can-
The threshold of elements¥;; was set to 0.1 didates from web search logs. This is another rea-

on the basis of preliminary experimental results. son clickthrough logs are essential to the query ab-
The parameten for label propagation was set breviation task.

to 0.0001. o
6.4.1 Judgment Guideline

6.3 Construction of Query Language Model e describe our guidelines to judge system out-

We used web search query logs for constructing &Uts below. We defined four correction patterns
language model. The search query logs were cofor abbreviation expansion:

lected from August 1, 2009, to January 27, 2010, ) ) ]

in Yahoo Japan web search logs. We removed 1. acronym for its English expansion

queries that occurred fewer than 10 times. Finally,
we obtained 52,399,621 unique queries as a train-
ing corpus.

In this experiment, we constructed a character
5-gram language model using the query logs, all
normalized by the length of the candidate’s string. 4. Japanese abbreviation for its English orthog-
raphy

2. acronym for its Japanese orthograghy

3. Japanese abbreviation for its Japanese or-
thography

6.4 Evaluation

The system output was shown to five search evaMe collected abbreviation/expansion pairs if and
uation specialists. We evaluated all systems usingnly if they were one of these three types:
precisionandcoverage at k Coverage is defined (1) named entity, (2) common expression, (3)
as the percentage of queries for which the systerapanese meaning of the common expression.
returned at least one relevant query. Precision at k Table 1 shows examples of each correction pat-
is the number of relevant queries amongst the togern along with its output type.

k returned. They are computed as follows: Ambiguous cases were discarded in the study
as exceptions after discussion with experts. To
calculate the agreement rate, system outputs for

# of correct output at rank a hundred randomly sampled queries from test set

precision = b f K )
Number of output at ran were evaluated by two judges. The agreement rate
# of queries for which the system .t j,dgment of abbreviation/expansion pair is 47.0
coverage — 9VES atleastone correctoutput — percentage and Cohen's kappa measure0.63.

Number of all input queries Thus, it is considered as an upper bound of the
@) system, and the abbreviation expansion is not con-

. .sidered to be a trivial task.
In our experiment, the average number of candi-

dates for each query is about 53. Therefore, we exg 5 Experimental Results

tracted 50 candidates from clickthrough logs and o
then reranked using three methods: Table 2 showsprecision at kand coverage for

three systems withk ranging from 1 to 50. Ta-
1. Ranking using abbreviation model (AM) ble 3 shows examples of inputs and outputs. The
only baseline without reranking is shown at the bottom
line (k=50). The result of using only QAM in Ta-
2. Ranking using language model (LM) only  ble 2 is equivalent to the method of Komachi et
al. (2009) using NPMI instead of raw frequency

3. Ranking using both language model and abyg elements of an instance-pattern matrix. To

breviation model. -
*Underlined words are correct.
Micro average of edit distance between input “Some corrections were dealt with as exceptions. For ex-

bbreviati d it t . is 4 Oimple, acronym for its Japaneld@aganawas treated as in-
appreviations ana Its correct expansions IS 4. orrect, but acronym for its Japanese meaning was treated as

while the average length of queries is 3.01. Theseorrect.
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Table 1: Abbreviations and its correction

abbreviation | correct candidatésdescending order of rank output type correction pattern

adf asian dub foundation Named Entity: Organization| acronym for its expansion

ana 0O0o0o00o0oo00ooooo (Al NipponAirways) | Named Entity: Organization| acronym for its Japanese orthography

ny 000000 (NewYork) Named Entity: Location acronym for its Japanese orthography

tos 000000000000 (Talesof Symphonia) Named Entity: Product acronym for its Japanese orthography

ooog illustrator Named Entity: Product Japanese abbreviation for its English orthography
oooo 000000000 (Hunger Strike) Common expression Japanese abbreviation for its Japanese orthograpy
oo goooooo Named Entity: Organization| Japanese abbreviation for its Japanese orthograpy
fyi for yourinformation Common expression acronym to its expansion

Table 2: Precision and coveragekat

K query abbreviation model (QAM) query language model (QLM) QLM+QAM
precision | coverage precision | coverage precision | coverage

1 | 0.114 0.114 0.157 0.157 0.161 0.161
3 | 0.122 0.256 0.142 0.278 0.157 0.321
5 | 0.121 0.341 0.128 0.346 0.142 0.392
10| 0.114 0.453 0.102 0.425 0.115 0.465
30 || 0.087 0.536 0.078 0.529 0.082 0.542
50 | 0.073 0.557 0.073 0.557 0.073 0.557

Table 3: Examples of input and candidates or its corregtion

Input Candidates

oo gobgooogooooooooobgoobog

oo dodboopooooogooooooooooboboboogon

gooo gbobobobobooooboooobobobobgobgoboboooooooobo
vod oboboboooooooooobooooob ooooooobobooboogon

ilo OO0 ilo0ilo 0000000000 OOOOOOOI0 OO

pr 0000000000oooogooooooooooonprohoo00Oprdddnnd

Table 4: P-values of Wilcoxon’s signed rank test
QAM and QAM + QLM | QLM and QAM + QLM
p-value || 0.055 7.7%10

our knowledge, their algorithm is the state-of-the-connected to a seed instance through a few specific
art algorithm in acquiring synonyms using webpatterns. Consequently, low-frequency instances
search logs. tend to be ranked in higher positions.

The proposed ranking method using a query Table 4 shows the significance level between

Langualgektrﬁodelhalnd abk;rewa’ilr?n bmo;jel Iegr.ne@lNo baselines and the proposed model. We ap-
rom clickinrough 10gs shows the bes preC|S|onp“ed Wilcoxon'’s signed rank test to compare har-

and coverage within < k.é.lo' This is becﬁuse monic mean between precision and coverage of
the Ianguage and a_bbrewatlon model use dlfferenéaCh model witrk ranging from 1 to 50. The im-
sources of information to complement each Otherprovement of adding QAM to QLM is made sta-
The language model estimates probability of theistically significant by the Wilcoxon’s signed rank
candidate as a query, and it assigns high probabitest at levelp < 0.00001. Our approach outper-
ity to candidates that appear frequently in queryforms the QAM without QLM although not as sig-
logs. Those candidates tend to co-occur withificant (p < 0.06). These mean that the ranking
many clickthrough patterns, which results in cre-of our methods is similar to that of QAM. We con-
ating generic patterns that may cause semantisider the reason or this result to be that QLM intro-
drift (Komachi et al., 2009). Because we usedduces more information about queries under this
NPMI instead of raw frequency, our label prop- experimental setting because the reranking pro-
agation method assigns high weight to instancesess is performed after narrowing candidates down
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to 50 by QAM, even though we do not use QAM is to use PageRank described earlier to decrease

scores at all when evaluating QLM. likelihood of candidates including attribute words.
Due to time constraints and human resources )

for evaluation, we were unable to compare NPMIREIated but not abbreviated term - A number

with raw frequency. There is still much room for of abbreviations coincide with other general nouns

“ 6 . .
improvement for assigning appropriate weights to(€-9- “409 ).I Itis hard to exp?nd these Ebbrev!a-
edges in a clickthrough graph. tions correctly at present. In future work, session

logs and geo-location information from IP address
6.6 Error Analysis and GPS can be used to disambiguate the intent of

We conducted error analysis of our propose&he query.
method and found that errors can be divided into, SSides above reasons, 280 out of 1,916 queries

three types: (1) a partial correct query, (2) a Cor_dld not exist in clickthrough logs, resulting in

rect query but with an additional attribute word, our system not be'ﬂg able to extract_ the correct
and (3) a related but not abbreviated term. query. To solve this problem, we will increase

clickthrough logs to improve the coverage of our
A partial correct query The main reason for COrpus.

this error is that the likelihood of the partial query .

becomes higher than that of its correct spelling/ Conclusion

Although we normalized the likelihood of candi- \ya have proposed a query expansion method us-
dates by their string length, we still fail to filter ing the web search query and clickthrough logs.
fragments of queries. We consider that this issue Our noisy channel based method uses charac-
can be s_olved by modeling popularity of candi—ter 5-gram of query logs as a language model and
qlates using PageRankfrom web sear.ch Iog§. Pal%ibel propagation on a clickthrough graph as a
tial correct queries do not co-occur with att”bUtechanneI model. In our experiment, we found that

w_ords_ frequently, while correct queries CO-0CCUr, ~ombination of label propagation and language
with diverse attribute words. Therefore, PageRamfnodel outperformed other methods using either

on a query graph whose edges represent COMMQLy) e propagation or language model in reranking

co-occurring words between queries, will assighyg qguery abbreviation candidates extracted from
higher scores to correct queries than a query Ia'}he web search clickthrough logs

guage model and abbreviation model. In fact, a modified implementation of this

A correct query but with an additional at-  Method is currently in production use as an assis-
tribute word Examples of this error type in- tance tool for making a synonym dictionary at Ya-
clude the combination of correct queries and comP00 Japan.
monly used attribute words in the search (&.gJ In evaluation of IR systems, Mizzaro (2008)
0 "(what does * mean?)** O O "(* meaning),"* has proposed a normalized mean average preci-
000" (how to use *), etc.). There were 857 Sion (NMAP) for considering difficulty of topics
queries that were classified as incorrect that coln data sets. However, identifying topics in our
occurred with these attribute words. The similar-test set queries and measuring their difficulty are
ity of these candidates and input query tend to b&eyond the scope of this paper. Evaluation criteria
higher than that of others because these attribut@'® important for making production services.
words frequently appear in search query logs, so In the future, we are going to address this task
the likelihood of these candidate being calculated!sing discriminative learning as a ranking prob-
by a language model tends to be higher too. lem.
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