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Abstract

We present an attempt to extract a large-
scale Japanese learners’ corpus from the
revision log of a language learning SNS.
This corpus is easy to obtain in large-
scale, covers a wide variety of topics and
styles, and can be a great source of knowl-
edge for both language learners and in-
structors. We also demonstrate that the
extracted learners’ corpus of Japanese as
a second language can be used as train-
ing data for learners’ error correction us-
ing an SMT approach. We evaluate dif-
ferent granularities of tokenization to al-
leviate the problem of word segmentation
errors caused by erroneous input from lan-
guage learners. Experimental results show
that the character-wise model outperforms
the word-wise model.

1 Introduction

The number of Japanese language learners around
the world has increased more than 30-fold in the
past three decades. The Japan Foundation reports
that more than 3.65 million people in 133 coun-
tries and regions are studying Japanese in 2009 !.
However, there are only 50,000 Japanese language
teachers overseas, and thus it is in high demand to
find good instructors for writers of Japanese as a
Second Language (JSL).

Recently, natural language processing research
has begun to pay attention to second language
learning (Rozovskaya and Roth, 2011; Park and
Levy, 2011; Liu et al., 2011; Oyama and Mat-
sumoto, 2010; Xue and Hwa, 2010). However,
most previous research for second language learn-
ing deals with restricted types of learners’ er-
rors. For example, research for JSL learners’

http://www.jpf.go.jp/e/japanese/
survey/result/index.html
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errors mainly focus on Japanese case particles
(Oyama and Matsumoto, 2010; Imaeda et al.,
2003; Nampo et al., 2007; Suzuki and Toutanova,
2006), however they focus only on case particles
whereas we attempt to correct all types of errors.

However, real JSL learners’ writing contains
not only errors of Japanese case particles but also
various other errors including spelling and collo-
cation errors. For instance, a Japanese language
learner who speaks Chinese may write:

I CHAEIZ ZAZICH LW 2D ?
(Why does Japanese are so difficult?) ~—

which has a grammatical error of inserting ‘7%’
due to literal translation from Chinese. Park
and Levy (2011) proposed an EM-based unsuper-
vised approach to perform whole sentence gram-
mar correction, but the types of errors must be pre-
determined to learn the parameters for their noisy
channel model. It requires expert knowledge of L2
teaching, which is often hard to obtain.

One promising approach for correcting unre-
stricted errors of JSL learners is Brockett et al.
(2006)’s automated error correction method using
statistical machine translation (SMT). The advan-
tage of their method is that it does not require
expert knowledge. Instead, it learns a correction
model from sentence-aligned corrected learners’
corpora. However, it is not easy to acquire large-
scale learners’ corpora. In fact, Brockett et al.
(2006) used regular expressions to automatically
create erroneous corpora from native corpora.

To solve the knowledge acquisition bottleneck,
we propose a method of mining revision logs to
create a large-scale learners’ corpus. The corpus is
compiled from error revision logs from a language
learning social network service (SNS), which cov-
ers a wide variety of topics and styles. The main
advantage of using revision logs is three-fold: (1)
it benefits from the wisdom of crowds, (2) it can be
obtained in large-scale, and (3) it is a great source
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Figure 1: Number of users for each learning lan-
guage in Lang-8

of knowledge not only for learners but also for lan-
guage teachers. In this paper, we show that the
method using SMT techniques with a large-scale
learners’ corpus can correct JSL learners’ error
with reasonable accuracy.

The rest of this paper is organized as follows.
Section 2 describes the JSL corpus created from
revision logs of a language learning SNS. Section
3 explains an SMT-based approach to JSL error
correction. In section 4, we report the experimen-
tal results of SMT-based JSL error correction us-
ing large-scale real corpus. In section 5, we con-
duct error analysis and discuss issues of the pro-
posed method. Section 6 concludes this work and
presents future direction.

2 A Large Scale Japanese Language
Learners’ Corpus from Revision Logs

Recent growth of the web has opened the possi-
bility of using the internet to break the barriers of
space and time. Specifically, social network ser-
vice (SNS) has begun to receive a lot of attention
recently. There are a number of SNS sites that
help language learners across the world, including
smart.fm, Livemocha and Lang-8, to name a few.
We will look briefly at each SNS below.

First, smart.fm 2 (formerly iKnow!) is a SNS-
based language learning service that helps learn-
ers practice language learning. Smart.fm provides
a tailored curriculum for each user to memorize
learning content through simple exercises.

Second, Livemocha 3 is also a language learn-
ing SNS that offers course of grammar instruc-
tions, reading comprehension exercises and prac-
tice for both writing and speaking. Users can sub-
mit a free composition on a subject and receive

http://smart.fm/
3http://www.livemocha.com/
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feedbacks from other users of the native language.
However, they are not able to write about arbitrary
topics.

Third, Lang-8 is a “Multi-lingual language
learning and language exchange Social Network-
ing Service” # , which has over 200,000 registered
members at the moment. As soon as the learn-
ers write a passage, mostly a part of a diary, in a
language they are learning, native speakers of the
language correct it for them. The learners in turn
are encouraged to correct other members’ compo-
sition errors according to their first language (L.1).
Hence, the SNS is called “language exchange”.
It supports 77 languages, facilitating multilingual
communication.

2.1 Japanese Language Learners’ Corpora

One of the most famous learners’ corpus is Tera-
mura Error Data 5. The corpus was mainly col-
lected in 1986 from Japanse compositions writ-
ten by foreign students, mostly from Asian coun-
tries. The corpus consists of several styles includ-
ing free composition, cloze (gap filling) test, and
pattern composition. Unlike this data, JSL learn-
ers in Lang-8 encompass the whole world. Also,
Lang-8 offers a wide variety of free compositions
of the learner’s choice, and the size of the data is
orders of magnitude (448MB without all the tags)
larger than Teramura’s data (420KB, 4,601 sen-
tences written by 339 students). Also, although
Teramura Error Data is annotated with error types,
the correct words or strings are not often provided,
which makes it difficult to use it for automatic cor-
rection of learners’ errors.

Ohso ¢ created a database of Japanese compo-
sitions by JSL learners. It is annotated with er-
ror types with correct forms to allow error analy-
sis. However, similar to Teramura Error Data, the
corpus does not cover many topics because it was
collected at only four institutions. In addition, it is
limited in size (756 files, average file size is 2KB).

The corpus most related to ours is the JSL learn-
ers parallel database of Japanese writings and their
translation of learners’ L1 7 created by National
Institute for Japanese Language and Linguistics.
It collects 1,500 JSL learners’ writings and their

4http://lang-8.com/
Shttp://www.lang.nagoya-u.ac.jp/
tonoike/teramura.html
Shttps://kaken.nii.ac.ip/ja/p/
08558020/1998/6/en
"http://jpforlife.jp/taiyakudb.html



self-translations. There are around 250 writings
corrected with error types by several Japanese lan-
guage teachers. The advantage of this corpus is
that some of the texts are annotated by profes-
sional language teachers and can be used as a
source of error correction. However, again, the
size of this corpus is limited since it is hard to
obtain annotations from language teachers. Our
approach differs from them in that we employ the
wisdom of crowds of native speakers, not neces-
sarily language teachers, to compile a large-scale
learners’ corpus.

2.2 Features of Lang-8 Data

We created a large-scale language learners’ cor-
pus from error revision log of Lang-8. Figure 1
shows that approximately 75,000 users are learn-
ing Japanese 8. Table 1 shows the top seven lan-
guages in the corpus. There are 925,588 sen-
tences of JSL learners °. Out of 925,588 sen-
tences, 763,971 (93.4%) sentences are corrected
by human annotators. A sentence written by JSL
learners might have two or more revision sen-
tences in Lang-8 by different voluntary review-
ers !0, Therefore, the total number of corrected
sentences amounts to 1,288,934. In other words,
one sentence gets corrected approximately 1.69
times on average.

There are several distinguishing features of the
data obtained from Lang-8. First, since Lang-8 is
a language learning SNS, we can obtain pairs of
learner’s sentence and corrected sentence. Using
this data, it is possible to collect the learner’s er-
rors. We will describe how to build a learners’
corpus from revision logs later in this section.

Second, Lang-8 data may have more than one
correction for the same sentence. We could ex-
ploit this feature to acquire paraphrases in a simi-
lar way to (Barzilay and McKeown, 2001). Table
2 shows an example of multiple correction. Two
annotators correct the same learner’s sentence. In
this example, one can infer that “7% ) DRI T
(in one’s own expressions)” and “7% D IZ (in one’s
own way)” are paraphrases of each other.

Third, we could obtain multi-lingual parallel
sentences. Figure 2 shows examples of parallel

8We counted learning language in user profile. Some
learners register two or more learning languages.

9We counted learning language written for each journal
because learners may write in different languages.

10The correction of a new review might be affected by the
previous corrections by others.
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Sentences

May 30th 2011 20:31 japanese

CogEERSOPT—EELW,
This is the most beautiful picture at the exhibition.

Fadlb—br—FEEREOCFT-EHWTT L,
Chaocolate cake is the sweetest in the café.

Figure 2: Parallel sentence in Lang-8

sentences in Lang-8. In this example, the JSL
learner writes two Japanese sentences and their
translation for each sentence to tell what he or she
wants to say. Although the sentences written in
the learning language may contain errors and mis-
takes, we can align the English translation to the
corrected Japanese sentence. The parallel corpus
created from the revision log of SNS would be a
remarkable source of colloquial expressions ideal
for translating consumer generated media such as
blogs and SNS.

Fourth, annotators of Lang-8 sometimes add in-
line comments to the corrected sentences. It is of-
ten written in parentheses to indicate that the string
is a comment, but not always. Depending on the
first language of the language learner, annotators
put comments in either the learning language or
the learner’s L1. This can be a great source of ex-
tracting useful information for language learning,
since the comment itself explains pitfalls that the
language learners often come across.

2.3 Extracting corrected sentence from
HTML

All the error revisions are made through a web-
based editing interface that allows annotators
to delete, insert or change any character se-
quence of the learner’s text by any sequence.
Table 3 illustrates an example of the HTML
generated from Lang-8’s revision editor. The
tag <span class="sline"> shows that the
characters within the tags should be removed.
The color tags <span class="red"> and
<span class="f_blue"> are used some-
what arbitrarily by annotators. In general, they
indicate correct strings. In the example, the an-
notator used delete line and red color to point out
and correct the first error, and blue color to indi-
cate inserted characters.
From this observation,

we apply simple



Table 1: Number of sentences for each language in Lang-8

Language English Japanese

Mandarin

Korean | Spanish | French | German

Number of sentences 1,069,549 925,588

136,203 | 93,955 | 51,829 | 58,918 37,886

Table 2: An illustraive example of multiple correction

Sentence written by a JSL learner

“ANFZENZNHT OLATREEZE N £,

Sentence corrected by an annotator1

SARZNENAS KV ORBTEEZE L £7.

(Each of three expresses their feelings in their own expressions.)

Sentence corrected by an annotator2

SAEZHENAN B EIEZE L £7.

(Each of three expresses their feelings in their own way.)

300000

250000

200000 T

150000 1 —

frequency

100000

50000 -

0+
0 1 2 3 4 5 6 7 8

9 over9

number of deleted characters

Figure 3: Summary of number of deletion

heuristics to extract corrected sentences
from Lang-8. First, we remove all the
<span class="sline"> tags and char-

acters within them. Then, we discard other tags,
retaining the characters surrounded by the tags.
After this rule, we obtain the corrected sentence
shown in the bottom row in Table 4.

2.4 Data Statistic and Filtering by Edit
Distance

In an actual correction, it is expected that anno-
tators do not completely rewrite the original sen-
tence and most character strings remain the same
as the original sentence. Thus, we investigated the
quantitative distribution of Lang-8 data by break-
ing down the sentences according to the edit dis-
tance between the original and corrected sentences
(number of deletion / number of insertion of char-
acters in revision log).

Figures 3 and 4 summarize the numbers of
deleted and inserted characters. These figures re-
veal that both distributions of deletion and inser-
tion are comparable. On the other hand, they dif-
fer in the absolute frequency of deletion and in-
sertion. For example, the number of cases with
no deletion is considerably more than the number
with no insertion. Also, the frequency of sentences
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Figure 4: Summary of number of insertion

with more than nine insertions is higher than that
for deletions. This reflects the fact that there are
many sentences with comments (insertions) and
that people tend not to remove too many charac-
ters to keep the information of the original sen-
tence written by the learner.

From observations of the created corpus, a cor-
rection can be divided into two types: (1) a cor-
rection by insertion, deletion, or substitution of
strings, (2) a correction with a comment. Table
4 shows examples of correction from Lang-8. The
first example is a sentence written by JSL learners
containing an error, and is corrected by inserting a
character. In the second example the learner’s sen-
tence is correct; in addition the annotator writes
a comment ''. Besides, there exist “corrected”
sentences to which only the word “GOOD” is ap-
pended at the end. In this case, original sentence is
not modified at all by the annotator. The inserted
comment merely informs the learner that there is
no mistake in the learner’s writing.

To handle these comments, we conduct the fol-
lowing three pre-processing steps: (1) if the cor-
rected sentence contains only “GOOD” or “OK?”,
we do not include it in the corpus, (2) if edit dis-

1Some annotator erase a learner’s original sentence and
rewrite it to “OK”.
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Table 3: Extracting corrected sentence from HTML

Sentence written by a JSL learner

KRS Chdr o, Ha7lT,

(I was not participating last year, just watching.)

Corrected sentence with tags

% 4 13 £ Jli<span class="sline">L T 7% 2>
72</span><span class="red">%¥ 7§
R %7 <span class="f_blue">7>7</span>,

IZ</span>,

Seen on the browser

IR Dottt T2, HAR o7,

Corrected sentence

FEEFSMETIC, Haii-7,

(I did not participate but watched last year.)

Table 4: Examples of correction in Lang-8

Sentence written by a JSL learner

Cr A7 —LaoELE

(Video games Yamashita.)

Sentence corrected by an annotator

ESAT—L%® ) L7
(I played video games.)

Sentence written by a JSL learner

B o 7,
(I went to a public bath.)

Sentence corrected by an annotator (with comment)

GIAT o7, WO T DD B DN

(I went to a public bath. It is better to say when you went.)

tance between the learner’s sentence and corrected
sentence is 5, we simply drop the sentence for the
corpus, and (3) if the corrected sentence ends with
“GOOD” or “OK”, we remove it and retain the
sentence pair. As a result, we obtained a corpus of
849,894 corrected and aligned sentence pairs by
JSL learners.

Another notable issue is that annotators may not
correct all the errors in a sentence. Table 5 shows
an example of JSL learner’s sentence for confus-
ing case markers of “2%” (NOM) and “(3” (TOP).
In this example, “{3” and “43” should be corrected
to “2%” and “1%”, respectively. However, the anno-
tator left the second case markers “/&”” unchanged.
Because the number of these cases seems low, we
regard it as safe to ignore this issue for creating the
corpus.

3 Error Correction Using SMT

In this study, we attempt to solve the problem of
JSL learners’ error correction using the SMT tech-
nique. The well-known SMT formulation using
the noisy channel model (Brown et al., 1993) is:

é = argmax P(e|f) = argmax P(e)P(fle) (1)

where e represents target sentences and f repre-
sents source sentences. P(e) is the probability of
the language model (LM) and P(f||e) is the proba-
bility of the translation model (TM). TM is learned
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from sentence-aligned parallel corpus while LM is
learned from target language corpus.

To adapt SMT to error correction, f can be re-
garded as the sentences written by Japanese learn-
ers, whereas e represents the manually-corrected
Japanese sentences. TM can be learned from the
sentence-aligned learners’ corpus. LM can be
learned from a monolingual corpus of the lan-
guage to be learned. Once we obtain a manually-
corrected corpus of language learners, it is pos-
sible to translate erroneous sentences into correct
sentences using SMT.

The use of SMT for spelling and grammar cor-
rection has the following three advantages. (1)
It does not require expert knowledge. (2) It is
straightforward to apply SMT tools to this task.
(3) Error correction using SMT can benefit from
the improvement of SMT method.

Related work on error correction using phrase-
based SMT includes research on English and
Japanese (Brockett et al., 2006; Suzuki and
Toutanova, 2006). Brockett et al. (2006) pro-
posed to correct mass noun errors using SMT and
used 45,000 sentences as training sets randomly
extracted from automatically created 346,000 sen-
tences. Our work differs from them in that we (1)
do not restrict ourselves to a specific error type
such as mass noun; and (2) exploit a large-scale
real world data set. Suzuki and Toutanova (2006)
proposed a machine learning-based method to pre-




Table 5: Problem of correction in Lang-8

Sentence written by a JSL learner

D4 DRI DIFED T HITHIESNT

(As for me, these four were sold when I was a kid.)

Sentence corrected by an annotator

ZDAD IR DED T AHITFHELEINT

(As for these four, I was sold when I was a kid.)

Corrt sentence

ZD4D I EDBDPFEDOIHITHITESNT

(As for these four, they were sold when I was a kid.)

dict Japanese case particles using a monolingual
corpus in the context of SMT.

3.1 Statistical Error Correction with
Different Granularity of Tokenization

When translating a sentence from Japanese to an-
other language with SMT, one usually performs
word segmentation as a pre-processing step. How-
ever, JSL learners’ sentences contain a lot of errors
and hiragana (phonetic characters), which are hard
to tokenize by traditional morphological analyzer
trained on newswire text. Suppose we want to tok-
enize into words the following real sentence writ-
ten by a JSL learner:

THLETUDEHA

The correct counterpart would be:

THL L) TU»H HELEA

(But I am not good at it.)

The corrected sentence has “9)” and “®” in-
serted 2. These sentences written by a learner and
corrected by a native speaker are tokenized as fol-
lows by MeCab '3, which is one of the most pop-
ular Japanese Morphological Analyzer:

Ty U FTLRhERA
( but (fragment) (garbled word) )

TH Lxo7 U HH FHA

( but good at be not )

These examples illustrate the difficulty of correct-
ing JSL learners’ sentence using word-wise SMT.

To alleviate this problem, we propose to build
a character-wise segmented corpus with phrase-
based SMT. Character-wise model is not affected
by word segmentation errors, thus it is expected to
be more robust for the task of correcting JSL er-
rors. For the above-mentioned two example sen-
tences, we split sentences into characters rather
than words:

121t is hard for JSL learners of certain L1 to distinguish
Japanese short and long vowels.

13http: //mecab.sourceforge.net/
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TH L &7 LC» UFEHEA
10 0NN | NNN\N\\
THE LES3F Lo Y EFE A

This enables the phrase-based SMT to learn the
alignment between “U X 9 and “U X 9 T, re-
sulting in a more robust model to correct JSL er-
rors than word-wise model.

4 Experiments on JSL Learner’s Error
Correction with SMT

We carried out an experiment to see (1) the effect
of granularity of tokenization as described in Sec-
tion 3.1; (2) the effect of corpus size; (3) the dif-
ference of L1 model. We used Moses 2.1 '* as a
decoder and GIZA++ 1.0.5 % as an alignment tool.
We used Japanese morphological analyzer MeCab
0.97 with UniDic 1.3.12 ' for word segmentation.
We created a word-wise model as baseline.
Hereafter, we refer to this as W and also con-
structed model with entries from UniDic for bet-
ter alignment, denoted as W+Dic. We used word
trigram as LM for W and W+Dic. We built
two character-wise models: character 3-gram and
5-gram represented as C3 and CS5, respectively.
We also conducted minimum error rate training
(MERT) (Och, 2003) in all experiments 17,

4.1 Experimental Data

All the data was created from 849,894 Japanese
sentences extracted from revision logs of Lang-
8 crawled in December 2010. To see the differ-
ence of errors stemming from L1, we carried out
an experiment with two L1s: English and Man-
darin. ALL extracts training data from the en-
tire corpus for the translation model. There are
320,655 Japanese sentences whose L1 is English
“nttp://www.statmt .org/moses/
Bhttp://www-16.informatik.rwth-aachen.
de/Colleagues/och/software/GIZA++.html
http://www.tokuteicorpus. jp/dist/

17We performed minimum error rate training to maximize
BLEU (5-gram).



and 186,807 Japanese sentences whose L1 is Man-
darin. For each L1 JSL corpus, we split the corpus
into two parts: 500 sentences for testing and de-
velopment, and the rest for training.

We shuffied the training data to prepare the cor-
pus for learning LM and TM. We manually re-
annotated 500 sentences to make gold-standard
data and used 200 sentences for testing, and 300
sentences for development.

4.2 Evaluation Metrics

As evaluation metrics, we use automatic evalua-
tion criteria. To be precise, we used recall (R)
and precision (P) based on longest common subse-
quence (LCS) (Mori et al., 1999; Aho, 1990) and
character-based BLEU (Papineni et al., 2002).

Park and Levy (2011) adopted character-based
BLEU for automatic assessment of ESL errors.
We followed their use of BLEU in the error cor-
rection task of JSL learners. Since we perform
minimum error rate training using BLEU we can
directly compare each model’s performance.

Recall and precision based on LCS are defined
as follows:

Nics Nics

Recall = Precision =

)

Nsystem Ncorrecr

where Nics, Nsystem, and Ncogrrecr denote the
number of character containing longest common
subsequences of system results and corrected an-
swers, the number of character containing system
results, and the number of character containing
corrected answer, respectively. Also, F-measure
is the harmonic average between R and P. To il-
lustrate recall and precision based on LCS, let us
consider the following example:

CORRECT: #A 1 &4 TF

“(I'am a student)

SYSTEM: fA b 18274
“(Iring student)

LCS consists of three characters “FA 2% 4:”, and
Nics = 3. Number of characters in the corrected
sentence is six and that in the system is four, so
NCORRECT =6 and NSYSTEM =4, Thus, Recall =
3/4 and Precision = 3/6.

4.3 Experimental Results

Comparison of granularity of tokenization
Table 6 illustrates the performance with different

18The pronunciation of “4>” is the same as “(3”.
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Table 6: Comparison of the performance (recall,
precision, F, BLEU) of error correction for each
system with different granularity of tokenization
(TM: 0.3M sentences, LM: 1M sentence)

[ W [Wibic| C3 | G5
R | 0.0043 | 0.9083 | 0.9089 | 0.9083
P | 09175 | 0.9210 | 0.9234 | 0.9243
F | 09109 | 0.9146 | 09161 | 0.9162
B | 0.8072 | 0.8101 | 0.8163 | 0.8181

methods (Training Corpus: L1 = ALL; Test Cor-
pus: L1 = English; TM: 0.3M sentences; LM:
1M sentence). The character-wise models outper-
form the word-wise model in both recall and preci-
sion. C5 achieved the best precision, F and BLEU,
while C3 obtained the best recall.

Effects of corpus size We varied the size of TM
while fixing the size of LM to 1M sentences to see
the effect of corpus size on the performance. Fig-
ure 5 shows the performance (BLEU) with differ-
ent TM size (Training Corpus: L1 = ALL; Test
Corpus: L1 = English). The larger the size of
the TM, the higher the BLEU. This confirms that
the large scale JSL learner’s corpus extracted from
Lang-8 is a great source of learning learners’ er-
rors. Although TM trained on 0.85M sentences
exhibits lower performance than TM trained on
0.3M sentences, the difference is not statistically
significant.

Comparison of L1 of the training model Ta-
ble 7 shows result for each L1 trained translation
model '°.

Basically, performance was better when TM
was trained with the same L1 as the test set. In the
case where L1 of test data is English, the model
trained from ALL is comparable to L1 English.
This is because the model trained from ALL in-
cludes many sentence written by learners whose
L1 is English.

5 Discussion

As we discussed in Section 2, the extracted cor-
pus still contains comments in the corrected sen-
tences. However, it does not greatly affect the
performance of the JSL learner’s error correc-
tion, demonstrating that we were able to build
a large-scale JSL learners’ corpus from revision
logs. Moreover, we have checked all the output of

19Note that LM was trained from the whole training cor-
pus. We did not change L1 for LM.
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Figure 5: Comparison of the performance (BLEU)
of error correction for different size of TM (fixing
the size of LM to 1M sentence)

our SMT-based error correction system, but none
of the errors of the system derive from the annota-
tors’ comments.

Here are some examples illustrating the differ-
ence of the scale of the training corpus.. We
compared translation models TM trained on 0.1M
sentences and 0.3M sentences in Figure 5. Note
that the model trained on 0.1M sentences gave
the worst result, wheares model trained on 0.3M
sentences achieved the best. All the models were
trained on 1M sentence for LM. Both models cor-
rected the examples below:

Original: £7:& b9 HhH 2L
(Thanks, Matadomou (OOV))

Correct: £7:E 9b HH LY
(Thank you again)

Also, both of them corrected a case marker error
frequently found in JSL learners’ writing as in:

Original : TRUTH® £ L W T
(TRUTH wa beautiful)

Correct : TRUTHIZ ZEL \»TT
(TRUTH is beatiful) ~

On the other hand, the model trained on 0.3M sen-
tences corrected the following example:

Original: “#4:7% % 72 6 KITATT 5
(the learner made an error in conjugation form.)

Correct: 2470 -5 72 6 2EKIZ(TT 5

(Becoming a student, I can go to school.)

0.1M: 24675 2728 2T %

(I can go to school to be student)

0.3M: 47 - 72 6 2 RICfTIT 5

(Becoming a student, I go to a school)
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Table 7: Comparison of the performance (recall,
precision, F, BLEU) of error correction trained on
different first language (L1). (TM: 0.18M sen-
tences, LM: 1M sentences)

L1 of test data
English | Mandarin
R || 0.9079 0.9339
English P || 0.9241 0.9387
F || 09159 0.9363
B 0.8148 0.8573
R [[ 0.9063 0.9357
L1 of Mandarin P || 0.9169 0.9388
training data F 09116 0.9373
B 0.8083 0.8589
R [[ 0.9099 0.9349
P || 0.9183 0.9367
ALL 1 g || 09141 | 09358
B 0.8121 0.8553

This example also illustrates the fact that there
remains uncorrected errors (missing ‘“ni” case
marker after ““#*Z£” student) as we discussed in
Section 2.4.

Another remaining issue is evaluation metric.
We have used character-based BLEU, recall and
precision based on the longest common subse-
quence. These methods have the advantage of al-
lowing automatic system evaluation, but they do
not reflect the importance of the errors that lan-
guage learners make. There is still much room for
improvement in the evaluation metric for error cor-
rection of language learners.

6 Conclusions

We proposed to extract a large-scale learners’ cor-
pus from the revision log of a language learning
SNS. This corpus is easy to obtain in a large-scale,
covers a wide variety of topics and styles, and can
be a great source of knowledge for both language
learners and instructors. We adopted phrase-based
SMT approaches to alleviate the problem of erro-
neous input from language learners. Experimen-
tal results show that the character-wise model out-
performs the word-wise model. We plan to apply
factored language and translation models incorpo-
rating the POS information of the words on the
target side, while learners’ input is processed by a
character-wise model.
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