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Abstract

This paper focuses on examining the effect
of extra-linguistic information, such as eye
gaze, integrated with linguistic informa-
tion on multi-modal reference resolution.
In our evaluation, we employ eye gaze
information together with other linguistic
factors in machine learning, while in prior
work such as Kelleher (2006) and Prasov
and Chai (2008) the incorporation of eye
gaze and linguistic clues was heuristically
realised. Conducting our empirical evalu-
ation using a data set extended the REX-J
corpus (Spanger et al., 2010) including eye
gaze information, we examine which types
of clues are useful on these three data sets,
which consist largely of pronouns, non-
pronouns and both respectively. Our re-
sults demonstrate that a dynamically mov-
ing visible indicator within the computer
display (e.g. a mouse cursor) contributes
to reference resolution for pronouns, while
eye gaze information is more useful for the
resolution of non-pronouns.

1 Introduction

The task of reference resolution has received much
attention because it is important for applications
that require interpreting text. In recent work on
reference resolution within a text, several ma-
chine learning-based approaches have been pro-
posed (McCarthy and Lehnert, 1995; Ge et al.,
1998; Soon et al., 2001; Ng and Cardie, 2002;
Iida et al., 2003; Yang et al., 2003; Denis and
Baldridge, 2008), each of which mainly exploits
linguistic clues motivated by the Centering The-
ory (Grosz et al., 1995) to model the discourse
salience of all candidate antecedents. For instance,
Yang et al. (2003) and Iida et al. (2003) presented
machine learning-based reference resolution mod-

els where a pairwise comparison of candidate an-
tecedents, in line with the basic idea of the Cen-
tering Theory, leads to the selection of the candi-
date with the highest salience for a given context.
Denis and Baldridge (2008) extended the model
by integrating the set of pairwise comparisons into
ranking candidates to directly learn which clues of
antecedents are useful.

Through the empirical evaluations using the
data sets provided by the Message Understand-
ing Conference (MUC)1 and the Automatic Con-
tent Extraction (ACE)2, which consist of newspa-
per articles and transcripts of broadcasts, linguis-
tically motivated approaches have achieved better
performance than state-of-the-art rule-based refer-
ence resolution systems (e.g. Soon et al. (2001)
and Ng and Cardie (2002)).

In contrast to this research paradigm (i.e. re-
search focusing on only the linguistic aspect of
reference), research in the area of multi-modal
interfaces has focused on referring expressions
used in multi-modal conversations, in other words,
identifying referents of referring expressions in
a static scene or a situated world (e.g. objects
depicted in a computer display), taking extra-
linguistic clues into account (Byron, 2005; Prasov
and Chai, 2008; Prasov and Chai, 2010; Schütte
et al., 2010, etc.). For instance, Kelleher and
van Genabith (2004) used the centrality and size
of a object in the display to determine its visual
salience. Prasov and Chai (2008) and Prasov and
Chai (2010) exploited eye fixations to detect users’
focus of attention in terms of visual prominence;
their research has been motivated by work in the
cognitive sciences (Tanenhaus et al., 1995; Tanen-
haus et al., 2000; Hanna et al., 2003; Hanna and
Tanenhaus, 2004; Hanna and Brennan, 2007; Met-
zing and Brennan, 2003; Ferreira and Tanenhaus,
2007; Brown-Schmidt et al., 2002).

1www-nlpir.nist.gov/related projects/muc/
2www.itl.nist.gov/iad/mig/tests/ace/
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These previous studies have shown how promis-
ing using eye gaze information for multi-modal
reference resolution can be. However, they rely
on heuristic techniques for determining visual
salience. Hence, there is still room for improve-
ment by introducing eye gaze information in a
more systematic and principled manner3. This
paper, therefore, focuses on a multi-modal refer-
ence resolution model that integrates eye gaze and
linguistic information by using a machine learn-
ing technique. Adapting a ranking-based anaphora
resolution model, such as was proposed by Denis
and Baldridge (2008), we integrate extra-linguistic
information with other linguistic factors for more
accurate reference resolution. With the above as
a suitable background, this paper focuses on the
issue of how to effectively combine linguistic and
extra-linguistic factors for multi-modal reference
resolution, taking collaborative task dialogues in
Japanese as our target data set.

This paper is organised as follows. We first ex-
plain related work and our stance on multi-modal
reference resolution in Section 2; we then present
which multi-modal task we chose and how we
merge eye gaze information into the predefined
multi-modal task in Section 3. Section 4 intro-
duces what types of information are used in the
experiments shown in Section 5. We finally con-
clude this paper and discuss future directions in
Section 6.

2 Related work

Within the field of computational linguistics, re-
searchers have focused on developing computa-
tional models of reference resolution, taking into
account various linguistic factors, such as gram-
matical, semantic and discourse clues mainly ac-
quired from the relationship between an anaphor
and any candidate antecedents (Mitkov, 2002;
Lappin and Leass, 1994; Brennan et al., 1987;
Strube and Hahn, 1996, etc.). Research trends
for reference resolution have shifted from hand-
crafted rule-based approaches to corpus-based ap-
proaches due to the growing success of machine
learning algorithms (e.g. Support Vector Ma-

3Frampton et al. (2009) employed the incorporation of lin-
guistic and visual features on reference resolution of multi-
party dialogues. However, their target was limited to only the
expression you in dialogues, while our focus is to investigate
the use of the expressions bridging between a dialogue and
the real world (e.g. expressions referring to puzzle pieces on
a computer display).

chines (Vapnik, 1998)). For instance, an approach
to coreference resolution proposed by Soon et al.
(2001), in which the problem of reference resolu-
tion is decomposed into a set of binary classifica-
tion problems of whether a pair of markables (e.g.
NP) are anaphoric or not, achieved performance
comparable to the state-of-the-art rule-based sys-
tem, even though they used only a limited num-
ber of simple features. Researchers’ concerns in
this area cover a broad range of research topics
from modeling the coreferential transitivity of a
set of markables, to integrating discourse salience
motivated by the Centering Theory (Grosz et al.,
1995). This research area has continued to pro-
duce novel reference resolution models over the
years, but the target of reference resolution is lim-
ited to only written texts or transcripts of speech.

In contrast to the above research area, re-
searchers in the multi-modal community also have
paid attention to reference resolution because it is
also a crucial task for realising interaction between
humans and computers. In this area, the evaluation
is typically conducted in the situation where a set
of objects (i.e. candidate referents) are depicted
within a computer display. For instance, Stoia et
al. (2008) designed an experiment where two par-
ticipants controlled an avatar in a virtual world for
exploring hidden treasures. In this case, the task of
reference resolution is to identify an object shown
on the computer display as referred to by a refer-
ring expression used by the participants during di-
alogue. The task becomes more complicated than
typical coreference resolution for written texts be-
cause a referent is considered as either anaphoric
(i.e. it has already appeared in the previous dis-
course history) or exophoric, (i.e. the reference
resolution system needs to search for the referent
from the set of objects shown in a computer dis-
play).

In order to capture the characteristics of ex-
ophoric cases, extra-linguistic information ac-
quired from participants’ eye gaze data and the vi-
sual prominence of each object are also exploited
together with linguistic information. A series of
research by Kelleher and his colleagues (Kelle-
her and van Genabith, 2004; Kelleher et al., 2005;
Kelleher, 2006; Schütte et al., 2010) tackled the
problem of modeling visual salience of objects in
situated dialogue. In their algorithm, the visual
salience of each object is estimated based on its
centrality within the scene and its size; their hy-
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pothesis was that the salience is higher if a object
is larger and is placed nearer the centre of the com-
puter display. In Kelleher (2006)’s approach to
reference resolution, linguistic clues such as rank-
ing rules of candidate referents based on the Cen-
tering Theory (Grosz et al., 1995) were introduced
in addition to using visual salience, but the inte-
gration of both clues was done in a heuristic way.

In addition to the visual salience assessed from
the characteristics of objects in the world, eye gaze
has received much attention as a clue for reference
resolution. Prasov and Chai (2008), for example,
employed eye gaze on the task of identifying a
referent in the situation where objects are placed
in a static scene. The time span after a speaker
most recently fixates on an object is incorporated
into their reference resolution model as well as
the information of how recently the object was re-
ferred to by a referring expression. Although the
results of their evaluation demonstrated that eye
gaze significantly contributes to increasing per-
formance, there is still room for improvement by
adapting machine learning techniques, because in
their work the linguistic and visual attention infor-
mation was heuristically integrated.

In contrast, our previous work (Iida et al., 2010)
employed a machine learning technique to iden-
tify the most likely candidate referent, taking into
account linguistic features together with cues cap-
turing visual salience found within the situated di-
alogues contained in the REX-J corpus (Spanger
et al., 2010). We reported that extra-linguistic in-
formation contributes to improving performance
(especially, in pronominal reference). However,
in Iida et al. (2010) eye gaze information was
not considered, even though in the area of cogni-
tive science researchers have demonstrated that a
speaker’s eye fixations are strong clues for identi-
fying a referent of a referring expression (Tanen-
haus et al., 1995; Tanenhaus et al., 2000; Hanna et
al., 2003; Hanna and Tanenhaus, 2004; Hanna and
Brennan, 2007; Metzing and Brennan, 2003; Fer-
reira and Tanenhaus, 2007; Brown-Schmidt et al.,
2002). Against this background, we investigate
the effect of linguistic and extra-linguistic infor-
mation including eye gaze on multi-modal refer-
ence resolution, extending Iida et al. (2010)’s ref-
erence resolution model.

3 Collecting eye gaze data in situated
dialogues

In our evaluation of automatic reference resolu-
tion, we focus on investigating the interaction be-
tween linguistic and extra-linguistic clues includ-
ing eye fixations on multi-modal reference reso-
lution. Therefore, corpora where participants fre-
quently utter both anaphoric and exophoric refer-
ring expressions are preferable for our evaluation.

In recent multi-modal problem settings for data
collection, researchers have been concerned with
more realistic situations, such as dynamically
changing scenes rendered in a 3D virtual world
(e.g. (Byron, 2005)). However, if we use data
collected from such a scenario, referring expres-
sions will be relatively skewed to exophoric cases
because of frequently occurring scene updates. On
the other hand, if we adopt the data collected us-
ing a static scene, we will have a disadvantage in
that the change of visual salience of objects is not
observed because the centrality and size of each
object is fixed through dialogues.

For these reasons, we adopt the same task set-
ting as introduced in the REX-J corpus (Spanger
et al., 2010), which consists of collaborative work
(solving Tangram puzzles) by two participants; the
setting of this corpus is more suitable for our pur-
poses because of the frequent occurrence of both
anaphoric and exophoric referring expressions.

For collecting data, we recruited 18 Japanese
graduate students, and split them into 9 pairs4.
All pairs knew each other previously and were of
the same gender and approximately the same age.
Each pair was instructed to solve four different
Tangram puzzles. The goal of the puzzle is to con-
struct a given shape by arranging seven pieces (of
different simple shapes) as shown in Figure 1. The
precise positions of every piece and every action
that the participants make are recorded by the Tan-
gram simulator in which the pieces on the com-
puter display can be moved, rotated and flipped
with simple mouse operations. The piece position
and the mouse actions were recorded at intervals
of 1/65 msec. The simulator displays two areas:
a goal shape area (the left side of Figure 1) and
a working area (the right side of Figure 1) where
pieces are shown and can be manipulated.

A different role was assigned to each participant
4Note that the first pair was used to adjust the settings

of our data collection, so 4 dialogues collected from that pair
were not included in the evaluation data set used in Section 5.
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time OP-UT SV-UT OP-REX SV-REX ERR-OP ERR-SV
total 4:22:20 2,382 4,613 239 / 270 434 / 1,192 – –
average 9:43 88.2 170.9 8.85 / 10.0 16.1 / 44.1 14.0% 13.9%
SD 3:32 69.8 86.8 10.2 / 11.3 15.9 / 24.4 9.9 10.4

OP-UT (SV-UT) stands for the number of utterances of operators (solvers). The right side of OP-REX (SV-REX) is the fre-
quency of referring expressions uttered by the operators (solvers), whereas the left side stands for the frequency of pronominal
expressions uttered by the operators (solvers). ERR-OP (ERR-SV) is the error rate of measuring the operators’ (solvers’) eye
gaze. SD means the standard derivation.

Table 1: Referring expressions in the extended REX-J corpus
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Figure 1: Screenshot of the Tangram simulator

of a pair: a solver and an operator. Given a cer-
tain goal shape, the solver thinks of the necessary
arrangement of the pieces and gives instructions to
the operator for how to move them. The operator
manipulates the pieces with the mouse according
to the solver’s instructions. During this interac-
tion, frequent uttering of referring expressions is
needed to distinguish between the different puzzle
pieces. This collaboration is achieved by placing a
set of participants side by side, each with their own
display showing the work area and the mouse cur-
sor begin manipulated by the operator in real time,
and a shield screen set between them to prevent
the operator from seeing the goal shape, which is
visible only on the solver’s screen, and to further
restrict their interaction to only speech. We put no
constraint on the contents of their dialogues.

In addition to the attributes considered in the
original REX-J corpus, we also collected eye gaze
data synchronized with speech by using the Tobii
T60 Eye Tracker, sampling at 60 Hz for recording
users’ eye gaze with 0.5 degrees in accuracy. Be-
cause the tracking results acquired from Tobii con-
tain tracking errors, 5 dialogues in which the track-
ing results contain more than 40% errors were re-
moved from the data set used in our evaluation.

Annotating referring expressions and their ref-
erents were conducted in the same manner as
Spanger et al. (2010), i.e. annotation was

conducted using a multimedia annotation tool,
ELAN5; an annotator manually detects a referring
expression and then selects its referent out of the
possible puzzle pieces shown on the computer dis-
play. Note that only Tangram pieces were tagged
as referents of referring expressions, therefore the
expressions referring to abstract entities such as
an action and event were not annotated. In the
corpus multiple pieces were annotated as a single
referent, but such referents were excluded in our
evaluation because of their infrequent occurrence.
Table 1 summarises the statistics of our new ver-
sion of the REX-J corpus, consisting of 27 dia-
logues.

4 Multi-modal reference resolution

4.1 Base models

To investigate the impact of extra-linguistic infor-
mation on reference resolution, we conducted an
empirical evaluation in which a reference resolu-
tion model chooses a referent (i.e. a piece) for a
given referring expression from the set of pieces
on the computer display.

As a basis of our reference resolution model, we
adopt an existing model for reference resolution.
Recently, machine learning-based approaches to
reference resolution (Soon et al., 2001; Ng and
Cardie, 2002, etc.) focus on identifying anaphoric
relations in texts, and have achieved better perfor-
mance than hand-crafted rule-based approaches.
These models for reference resolution take into ac-
count linguistic factors, such as relative salience of
candidate antecedents, which have been discussed
mainly in Centering Theory (Grosz et al., 1995)
by ranking candidate antecedents appearing in the
preceding discourse (Iida et al., 2003; Yang et al.,
2003; Denis and Baldridge, 2008). In order to
take advantage of existing models, we adopt the
ranking-based approach as a basis for our refer-
ence resolution model. More precisely, we em-

5www.lat-mpi.eu/tools/elan/
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eye gaze features
GZ1: [0,1] the frequency of fixating P in the time period [t − T, t], normalised by the frequency of the total

fixations during the period.
GZ2: [0,1] the length of a fixation on P in the time period [t − T, t], nomalised by T .
GZ3: [0,1] the length of a fixation on P in the time period [t − T, t], nomalised by the total length of fixation.
GZ4: [0,1] the frequency of fixating P in the time period uttering a referring expression, normalised by the fre-

quency of the total fixations during the period.
GZ5: [0,1] the length of a fixation on P in the time period uttering a referring expression, nominalised by T .
GZ6: [0,1] the length of a fixation on P in the time period uttering a referring expression, nominalised by the total

length of fixation.
GZ7: yes,no whether the frequency of fixating P in the time period [t − T, t] is most frequent.
GZ8: yes,no whether the frequency of fixating P in the time period [t − T, t] is more than 1.
GZ9: yes,no whether the fixation time of P in the time period [t − T, t] is longest out of all pieces.
GZ10: yes,no whether there exists the fixation time of P in the time period [t − T, t].
GZ11: yes,no whether the frequency of fixating P in the time period uttering a referring expression is most frequent.
GZ12: yes,no whether the frequency of fixating P in the time period uttering a referring expression is more than 1.
GZ13: yes,no whether the fixation time of P in the time period uttering a referring expression is longest out of all

pieces.
GZ14: yes,no whether there exists the fixation time of P in the time period uttering a referring expression.

t is the onset time of a referring expression. P denotes a piece, T is a fixed time window (1500ms).

Table 2: Eye gaze features

ploy Denis and Baldridge (2008)’s ranking-based
model because they demonstrated their model out-
performed the model based on simple pairwise
ranking (e.g. Yang et al. (2003)).

In Denis and Baldridge (2008)’s ranking-based
model, the most likely candidate antecedent is de-
cided by simultaneously ranking all candidate an-
tecedents. To induce a ranker used in the rank-
ing process, we adopt the Ranking SVM algo-
rithm (Joachims, 2002)6, which learns a weight
vector to rank candidates for a given partial rank-
ing of each referent, while the original work by
Denis and Baldridge (2008) uses Maximum En-
tropy to create their ranking-based model. Each
training instance is created from the set of all ref-
erents for each referring expression. To define the
partial ranking of referents, we simply rank refer-
ents of a given referring expression as first place
and any other referents as second place.

4.2 Eye gaze features

As we mentioned in Section 2, a speaker’s eye
gaze contributes to disambiguating referents ap-
pearing in the speaker’s utterances because the
speaker tends to see the target object before it is
referred to by a referring expression (Spivey et al.,
2002). Several aspects must be considered in or-
der to integrate a speaker’s eye gaze data. First,
because the eye gaze data includes saccades, the
inhibition factor of perceptual sensitivity, we ex-
tract only eye fixations as discussed in Richard-
son et al. (2007). For separating saccades and eye

6www.cs.cornell.edu/People/tj/svm light/svm rank.html

fixations, we employ Dispersion-threshold identi-
fication (Salvucci and Anderson, 2001), detecting
fixations by using the concentration of eye gaze
based on the fact the fixations are relatively slower
than saccades. Second, because of the errors in
measuring eye gaze by the eye tracker, the fixation
data needs to be interpolated by the surrounding
data. More specifically, if the error interval is less
than 100 msec and the difference of the centers of
two fixations is smaller then 16 pixels, these fix-
ations are concatenated according to the work by
Richardson et al. (2007).

The clues exploited in this paper are based on
the fact that the direction of eye gaze directly re-
flects the focus of attention (Richardson et al.,
2007; Just and Carpenter, 1976) , i.e. when one ut-
ters a referring expression, he potentially focuses
on the object involved by fixating his eyes on it.
Therefore, we use the eye fixations as clues for
identifying the pieces focused on using the follow-
ing criteria: the nearest piece to the eye fixation
point is more likely a target of focus over all other
pieces. To reflect this, we introduce the feature set
shown in Table 2. We henceforth call these fea-
tures the eye gaze features. Note that the parame-
ter T is set to 1,500 ms based on the previous work
done by Prasov and Chai (2010).

5 Empirical Evaluation

In order to investigate the effect of extra-linguistic
information with or without linguistic factors, we
conducted empirical evaluations using the up-
dated version of the REX-J corpus explained in
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(a) Linguistic features
L1 : yes, no whether P is referred to by the most recent referring expression.
L2 : yes, no whether the time distance to the last mention of P is less than or equal to 10 sec.
L3 : yes, no whether the time distance to the last mention of P is more than 10 sec and less than or equal to 20 sec.
L4 : yes, no whether the time distance to the last mention of P is more than 20 sec.
L5 : yes, no whether P has never been referred to by any mentions in the preceding utterances.
L6 : yes, no, N/A whether the attributes of P are compatible with the attributes of R.
L7 : yes, no whether R is followed by the case marker ‘o (accusative)’.
L8 : yes, no whether R is followed by the case marker ‘ni (dative)’.
L9 : yes, no whether R is a pronoun and the most recent reference to P is not a pronoun.
L10 : yes, no whether R is not a pronoun and was most recently referred to by a pronoun.
(b) Task specific features
T1 : yes, no whether the mouse cursor was over P at the beginning of uttering R.
T2 : yes, no whether P is the last piece that the mouse cursor was over when feature T1 is ‘no’.
T3 : yes, no whether the time distance is less than or equal to 10 sec after the mouse cursor was over P.
T4 : yes, no whether the time distance is more than 10 sec and less than or equal to 20 sec after the mouse cursor

was over P.
T5 : yes, no whether the time distance is more than 20 sec after the mouse cursor was over P.
T6 : yes, no whether the mouse cursor was never over P in the preceding utterances.
T7 : yes, no whether P is being manipulated at the beginning of uttering R.
T8 : yes, no whether P is the most recently manipulated piece when feature T7 is ‘no’.
T9 : yes, no whether the time distance is less than or equal to 10 sec after P was most recently manipulated.
T10 : yes, no whether the time distance is more than 10 sec and less than or equal to 20 sec after P was most recently

manipulated.
T11 : yes, no whether the time distance is more than 20 sec after P was most recently manipulated.
T12 : yes, no whether P has never been manipulated.

P stands for a piece of the Tangram puzzle (i.e. a candidate referent of a referring expression) and R stands for the target
referring expression.

Table 3: Feature set

Section 3.

5.1 Experimental settings

We employed two models as baselines: a model
using only discourse history features, and one us-
ing only eye gaze features.

Because the task setting is the same as the eval-
uation conducted in Iida et al. (2010), we employ
the same feature set, consisting of linguistically
motivated features, and also features which cap-
ture the task specific extra-linguistic information
of each object. We call these two kinds of fea-
tures the linguistic features and task specific fea-
tures, respectively. The details of these features
are summarised in Table 3.

As reported in Iida et al. (2010), the referen-
tial behaviour of pronouns is completely differ-
ent from non-pronouns. For this reason, we sepa-
rately create two reference resolution models; one
called the pronoun model, which identifies a refer-
ent of a given pronoun, and another called the non-
pronoun model, which is for all other expressions.
During the training phase, we use only training in-
stances whose referring expressions are pronouns
for creating the pronoun model, and all other train-
ing instances for the non-pronoun model. We
group these two models together, selecting which

model pronoun non-pronoun
Ling 56.0 65.4
Gaze 56.7 48.0
TaskSp 79.2 21.1
Ling+Gaze 66.5 75.7
Ling+TaskSp 79.0 67.1
TaskSp+Gaze 78.0 48.4
Ling+TaskSp+Gaze 78.7 76.0

Ling, TaskSp and Gaze stand for the models using the lin-
guistic, task specific and eye gaze features respectively.

Table 4: results in the separated model (accuracy)

one to use based on the referring expression. In
other words, the pronoun model is selected if a
referring expression is a pronoun, and the non-
pronoun model otherwise. We will hereafter refer
to the selectional model which alternatively picks
between the pronoun and non-pronoun models as
the separated model.

We also train a third model using all training in-
stances without distinguishing between pronouns
and non-pronouns. This model we will refer to as
the combined model.

5.2 Results

Table 4 shows the accuracy results of our empiri-
cal evaluation separately evaluating pronouns and
non-pronouns. In reference resolution of pronouns
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model combined separated
Ling 62.7 61.8
Gaze 51.1 51.2
TaskSp 43.7 42.8
Ling+Gaze 69.9 72.3
Ling+TaskSp 69.9 71.5
TaskSp+Gaze 55.2 59.5
Ling+TaskSp+Gaze 72.5 77.0

Table 5: Overall results (accuracy)

the results show that the model using only the lin-
guistic features (Ling) achieved performance com-
parable to the one using only the eye gaze features
(Gaze). Moreover, the model using only the task
specific features (TaskSp) obtained performance
significantly better than the others. This is because
a mouse cursor is the only shared visual stimulus
between the operator and solver. Therefore, it be-
comes the most important clue for pronouns, while
the eye fixations of a speaker are not necessarily
shared between them.

In contrast to pronouns, the non-pronoun model
using only the linguistic features (Ling) outper-
forms the one using either eye gaze features or the
task specific features (Gaze and TaskSp). This
may be because one linguistic feature (L6) works
more effectively than the other features. As shown
later (see Table 6), in non-pronoun cases, the fea-
ture L6, which is the binary value indicating the
compatibility of the attributes between two refer-
ring expressions, has the highest feature weight,
leading to the best performance out of all three
models (Ling, Gaze and TaskSp).

In addition, combining the linguistic and eye
gaze features (Ling+Gaze) on non-pronoun ref-
erence resolution contributes to increasing perfor-
mance. This means that these two features work
in a complementary manner when a referring ex-
pression cannot be judged on a superficial level
whether it refers to a discourse referent or a visu-
ally focused referent. From these results, we can
see that the clues from utterances of participants
are also essential for precise reference resolution,
while the previous work focusing on eye fixations
tends to concentrate on modeling only eye gaze
information.

The accuracy results in Table 5 show the per-
formance of the combined and separated models
for different settings of feature selection. Table 5
shows that the two models achieved almost the
same performance when the linguistic, eye gaze
and task specific features are individually used.

pronoun model non-pronoun model
rank feature weight feature weight

1 T1 0.4744 L6 0.6149
2 T3 0.2684 GZ10 0.1566
3 L1 0.2298 GZ9 0.1566
4 T7 0.1929 GZ7 0.1255
5 T9 0.1605 GZ11 0.1225
6 GZ10 0.1547 GZ14 0.1134
7 GZ9 0.1547 GZ13 0.1134
8 L6 0.1442 GZ12 0.1026
9 GZ7 0.1267 L2 0.1014
10 L2 0.1164 GZ1 0.0750

Table 6: 10 highest weights of the features in each
model

However, it also shows that the separated model
outperforms the combined model when more than
two feature types are utilised. This indicates that
separating the models with regard to the type of
referring expression does make sense even when
we employ eye fixations as a clue for recognising
referent objects. It also shows that both the com-
bined and separated models obtained the best per-
formance for each model using all the features. In
other words, the three types of features work in a
complementary manner on multi-modal reference
resolution.

We next investigated the significance of each
feature for the pronoun and non-pronoun models.
We calculate the weight of a feature f shown in
Table 6 according to the following formula.

weight(f) =
∑

x∈SV s

wxzx(f) (1)

where SVs is a set of the support vectors in a ranker
induced by the Ranking SVM algorithm, wx is the
weight of the support vector x, zx(f) is the func-
tion that returns 1 if f occurs in x, respectively.

Table 6 shows the top 10 features with the high-
est weights of each model. It demonstrates that
in the pronoun model the task specific features
have the highest weight, while in the non-pronoun
model these features are less significant. As shown
in Table 4, pronouns are strongly related to the
situation where the mouse cursor is over a piece,
which is consistent with the results reported in Iida
et al. (2010).

In contrast, the highest features in the non-
pronoun model are occupied by the eye gaze fea-
tures, except for L6. This indicates that in the
situation where a speaker mentions pieces re-
alised as non-pronouns, the eye fixations become
a good clue for identifying the current focus of the
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speaker, while the task specific features such as
the location of the mouse cursor are less signifi-
cant. In addition, Table 6 also shows that the dis-
course feature L6 obtains the highest significance.
This means that exploiting the linguistic factors to-
gether with eye fixations is essential for more ac-
curate reference resolution.

6 Conclusion

In this paper we focused on investigating the im-
pact of eye fixations on reference resolution com-
pared to using other extra-linguistic information.
We conducted an empirical evaluation using refer-
ring expressions appearing in collaborative work
dialogues from the extended REX-J corpus, syn-
chronised with eye gaze information. We demon-
strated that the referents of pronouns are relatively
easily identified, as they rely on the visual salience
such as is indicated by moving the mouse cursor,
and that non-pronouns are strongly related to eye
fixations on its referent. In addition, our results
also show that combining linguistic, eye gaze and
other extra-linguistic factors contribute to increas-
ing the overall performance of identifying all re-
ferring expressions.

There are several future directions for making
the multi-modal reference resolution more accu-
rate and robust. First, we need to introduce more
task dependent information reflecting the charac-
teristics of each multi-modal task. In the Tan-
gram puzzle task, for example, once a piece be-
comes part of a partially constructed shape, the
piece tends to be less salient because a solver typi-
cally gives an instruction to move a scattered piece
to a partially constructed shape. We expect that
introducing such task specific clues into the refer-
ence resolution model as features will contribute
to improving performance.

Second, in our evaluation we adopted collabora-
tive work dialogues where two participants solve
Tangram puzzles. Since all objects (i.e. puz-
zle pieces) have nearly the same size, this results
in explicitly rejecting the factor that a relatively
larger object occupying the computer display has
higher prominence over smaller objects, which has
been considered by Byron (2005). In order to take
such a factor into account, we need further data
collection and then to incorporate additional fac-
tors into the current reference resolution model.

A third possible direction for future work is to
examine the relation between linguistic and inten-

tional structures, which are discussed in Grosz and
Sidner (1986). In our problem setting, when a
solver instructs an operator how to construct a goal
shape, a series of utterances by the solver reflects
the solver’s intentions. As we already mentioned
above, objects which a solver wants an operator
to manipulate tend to draw a solver’s attention,
while the other objects (especially, the objects rep-
resenting the partially constructed shape) are con-
sidered less salient. Exploiting the importance of
the speaker’s intentions also needs to be consid-
ered in future work.
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