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Abstract

Handling of human language by computer is a very
intricate and complex task. In natural languages,
sentences are usually part of discourse units just as
words are part of sentences. Anaphora resolution
plays a significant role in discourse analysis for
chopping larger discourse units into smaller ones.
This process is done for the purpose of better
understanding and making easier the further
processing of text by computer.

This paper is focused on the discussion of
various factors and their optimal order that play an
important role in personal anaphora resolution in
Urdu. Algorithms are developed that resolves
pronominal anaphoric devices with 77-80%
success rate.

1 Introduction

In written text, cohesion occurs when some
elements in a discourse are dependent on others
and that refer to items backward in the text, both in
the spoken or written text (Halliday and Hassan,
1976). Consider the following example

(1.1) Shah Rukh Khan is off to one of his
favorite cities- London, with his family. Now
he is looking for another destination, not so
much for holidaying though.

(The News Islamabad: June 2006)

(1.2) Bollywood actress Bipasha Basu has
been signed for her new film Corporate. She
is a single working woman, wants to get

somewhere in life, on her own terms.
(The News Islamabad: June 2006)
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Cohesion in examples 1.1 and 1.2 is introduced
due to the terms he, his, her, she and interpretation
of these references depends upon some preceding
terms. These referring terms are called anaphors or
anaphoric devices (ADs). Halliday and Hassan
described anaphora as ‘cohesion which points back
to some previous items’ (Halliday and Hassan,
1976). The ‘pointing back’ words or phrases are
called the anaphors (Halliday and Hassan, 1976)
and the entities to which these point are called
antecedents and the procedure of determining the
antecedents of anaphors and subsequent
replacement in some particular discourse is called
anaphora resolution. According to Halliday and
Hassan when anaphors are replaced by their
corresponding antecedents, cohesion no more
exists. Personal anaphoric devices (ADs) are the
most widely used variety of ADs in Urdu text.
These are further classified as first person, second
person and third person anaphoric devices.
Examples of first person ADs are «ux ¢/ ¢
M‘LEJL‘“ 6\)\.& c?m 4‘95\.%4 cC@..a.a“ugAA L‘)LAA

([merril], [meIral, [meen], [modgher],
[modshkso] , [hAm], [hAmoro], [hAmopri],
[hAmksu], [hAmerd], [hhmorer]). Examples of

second person ADs arecad sSai eslead ol jleaic

L@.A:‘u&@.Aj‘a‘)}S_j 6‘55\3] 615@1 sgrﬂ ([tom],
[tomhoro], [tomhori], [tomkev], [tomherfi],
[tomhprer], [a:p] [a:pko], [a:pki],
la:pksv]) . Examples of third person ADs are <
() Sl Sl ¢ Sl Sl (O S S sl

wel ([veoh], [user], [usko], [oski],
[vosker], [oskev], [on], [Oonki], [onke1],
[onkp], [onheIfi]).

A lot of work has been done in English for the
purpose of anaphora resolution and various
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algorithms have been devised for this
purpose (Aone and Bennette, 1996; Brenan |,
Friedman and Pollard, 1987; Ge, Hale and
Charniak, 1998; Grosz, Aravind and Weinstein,
1995; McCarthy and Lehnert, 1995; Lappins and
Leass, 1994; Mitkov, 1998; Soon, Ng and Lim,
1999). Work has also been done in South Asian
Languages such as Hindi and Malayalam for the
purpose of anaphora resolution (Prasad and Strube,
2000; Sobha, 1998). Prasad and Strube (2000)
worked on anaphora resolution in Hindi. Their
approach relies on the discourse salience factors
and is primarily inspired by the central idea of
Centering theory (Grosz, Aravind and Weinstein,
1995). Centering theory has also guided the
development of pronoun resolution algorithms,
such as the BFP algorithm (Brenan, Friedman and
Pollard, 1987) and the S-list algorithm developed
by Strube (Strube, 1998). Prasad and Strube (2000)
applied these algorithms to the resolution of
pronouns in Hindi texts. They showed that the BFP
algorithm cannot be successfully implemented for
pronoun resolution in Hindi. They argued that
better results can be obtained with an algorithm
that does not use the Centering notions of the
backward-looking center and the centering
transitions for the computation of pronominal
antecedents, such as the S-list algorithm (Prasad
and Strube, 2000). Prasad and Strube used well
established approaches for Hindi anaphora
resolution. Sobha (1998) used knowledge poor rule
based approach for reference resolution in Hindi
and Malayalam languages that stands on very
limited syntactic information. In Urdu language
very little work has been done on discourse level
especially in the field of anaphora resolution.
Although, most of the anaphoric devices in Urdu
and Hindi are same but the style and organization
of discourses are bit different that causes the
difference in anaphora resolution. Kulsoom et al
worked on Urdu anaphora resolution but it appears
to be the tip of an iceberg (Kalsoom and Rashida,
1993). Kulsoom et al (1993) only considered the
morphological and lexical filters for the resolution
of anaphora in Urdu discourses. However, these
filters are not sufficient for Urdu anaphora
resolution.

The rest of the paper is organized as follows:
Section-2 describes the factors that play a vital role
in Urdu anaphora resolution. Section-3 presents
algorithms, implementation and evaluation for the

82

resolution of personal anaphora; this is followed by
the conclusion.

2 Factors that play vital role in Urdu
anaphora resolution

Factors that can play a very important role in Urdu
anaphora resolution beside morphological and
lexical filters are topicalized structures, subject
preferences, object preferences, repetitions, section
heading and distance. How these factors are
helpful in anaphora resolution in English language
was worked out by Mitkov (Mitkov, 1998), but
their role in Urdu discourse for the resolution of
personal pronouns is more cherished. How these
factors are helpful in the resolution of anaphoric
devices in Urdu is done by Khan et al (Khan, Ali
and Aamir, 2006). Ali et al also worked on these
factors for the resolution of demonstrative ADs in
Urdu discourse (Ali, Khan and Aamir, 2007).

2.1 Morphological and lexical filters

Consider an example in which anaphora is
resolved on the basis of morphological filters.

o o;ugﬁ:‘bfo@uﬁ%@%);m&;«ﬁ»ﬁ@é\
LS o) S 35as(2:0) ) rusis o s -8 (S in(

[mplAkhi] [ner1] [UDreIJ [ko] [ba(r)n] [sp]
[ghAtho] [O:thoyDo] [080r] [a:ger] [l]']\l} [di].
[fAz]1] [dIn] [nel] [a:gel] [bha(r) ] [ko(r)
[molAkhi] [ko] [bozO] [ppoke(r)no] [foho] [tho]
[leIkIn] [np] [dyoner] [kiyon] [vevh] [Andd(r)]
[sUka(r)] [ka(r)] [r8h] [gIyo] [tho].

MIlukhi took the bundle of grass and moved ahead. Fazal Din had
come forward to catch the arm of Mlukhi, but he did not have the
courage to do so.

In Urdu, the word »5 ([vevh])refers to both
masculine and feminine antecedents. Also, it is
used for translation of ‘that’. Here the
morphological filters are used for anaphoric
disambiguation. In the above discourse, terminal of
sentence is &i ([tho]) that indicates the third
person AD o5 refers to singular and masculine NP
ie. (o duad ([fAz1] [din]). In this way, e5e
([mo1nkhi]) will be ruled out to become the
antecedent. Similarly, consider the example

Bl e ne2S -t seS ol sns Jhsr ) S a5y baa oLl

(s 5 A pel) (2-1) -5 5 o s Usa z3le
[e'n1lp] [xAt] [pe(r)h] [ker] [o'pner] [havf] o
[hovos] [khav] [be1thi] [kUU} [Arser] [OskD]



[&elod3] [havta]
[bshta(r)] [hav] [gpoi].
After reading the letter Aneela lost her senses. She was treated for
sometime and then she got better.

[roho] [phir] [veuh]

Since the terminal of sentence is (S
([goi]l), so it means o5 ([vevh]) refers to
some feminine antecedent that is A ([s'nIlp])
in the above text. The lexical filters are used to
resolve anaphora on the basis of number and
gender information. For example

cala clilaial o jlea" é@u\)&)é}i“\.@d’.ﬁm}:uﬁj}
o) (g o sled IS 5 S Sl (e amy ASU Gils a1 S
(2-2)"- 0 Chgoay)y

[18(r) kav] [nel] [prinstphl ] [sphib] [kev]
[de (r) khavost] [k1] [homprer] [tmti:honpot]
[d3n1di] [karvD] [dIyer] [d3pa:eIfi] [tokeI]
[bod] [me1fi] [projoct] [k& (r)ne1] [Ke1liyer]
[homorer] [pOs] [zIiypdo] [se1] [ziybda] [vAkt]
[heo] .

Students submitted application to the Principal “our exams should be
arranged earlier so that we will have maximum time for our project”

In 2.2, following the number information, the
antecedent for ~ sl ([homoreI]) will be usS3
([18(r) kau]). So, the remaining candidate Jyi
b ([prInsIpAl] [sohib]) is ruled out on
the basis of number mismatch.

Here is another example in which antecedents
for third person anaphoric devices are found on the
basis of morphological and lexical filters. In the
following discourse, antecedent for third person
AD 5 ([vevh])
phrase » & J=8 [fAzol]
terminal of sentence is
[he]) .

is singular, feminine noun
[bIbI]) since the
= ¥ ([fohti]

e SONA S0 SU S Adad g a0 2 el
038 £ s 5 U b e Lin 5y (o0 ~S Ly g S 314
Sl Sl o alas ol (S g 58 e g (Sed 1
AS S GRS S e —a s Soem (23)

(&) Olaxd _a)l_m;)

[fAzol] [bIbI] [nel] [d31Db] [yeh] [feslo]
[ko(r)] [1Iyp] [tev] [Us] [neI] [xondon] [keI]
[deUspreIl] [Afrobd] [kav] [bhi] [botoyp] [k8h]
[vevh] [p®(r)hno] [fohti] [he]l. [yOfA] [t8v]
[spreI] [gpoofi] [voleI] [Uski] [bohot] [Izet]
[ka(r) te1] [theI] [laekIn] [Is] [mopmplel]
[melfi] [Uskav] [Uski] [bA§Iyori] [keI]l [hovbleI]
[ser] [sAmd3onel] [ki] [kaoSIf] [ki] [gpi].

When Fazal Bibi decided she informed other family members that she
also wants to study. Although, she was respectable for the whole
village but in this matter she was advised keeping in view her
daughters.
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2.2 Topicalized structures

In Urdu, topicalized structures are more frequently
used. Consider the example

S glaple Hlie IV U5 sl | oy dee 2, 8 G Gl

165 1S(24)
[khe(r)] [spbhib]! [moi] [fodel] [lpord] [d3Ab]
[mAanzd(r)] [om] [pd(r)] [a:i] [tou] [a:pl [ko]
[rAdeI] [Aml] [kIyp] [tho].

Mr. Kher! When the book “My Feudal” Lord came into the market,
what was your reaction.

oS A xS S 3 iﬁYEM§ SUs S LSS (sl (5 kel | nabald
G5t Al ygea Qi Slhe o led o8- i o
(e s - e)(2:5) -0t e En 18 R

[fotImo]! [tOmhori] [ y0davii] [ko] [kiy0]
[ke (r)oii] ? [gh8Ussaler] [bot] [Or] [ke(r)]
[kohi:fi] [np] [kohi:A] [foler] [dgotel] [hefi]
[letki:n] [tOmhprer] [a:to] [ka(r)dp] [bot]
[teu] [stbh] o [fom] [xOUner] [d3igs(r)] [kD]
[fovgn] [mpfigter] [hefi]

Fatima! What should | do with your memories? Every thing vanishes
with the passage of time but your memories are like unripe grain
which needs my blood to flourish.

In 2.4, the word < ([a:p]) refers to
topicalized structure %S zglew ([khs (r)]
[sohib]) . Similarly, in discourse 2.5 ADs
s ([tomhori])ande s ([tomhorelI])
refer to ~kld ([fotTImo]) . It must be noted that
whenever topicalized structures appear in the Urdu
discourses these become preferred antecedents for
second person anaphoric devices.

2.3 Count of occurrences

It can be the case that in a particular discourse if a
certain NP appears more frequently then it will be
the potential antecedent for pronouns appearing in
that text. For example, consider the following
discourse

Dlasila e S e il g5 (S (Sl LB Ga) s e
A ) o (IS 38 ) ) S o)l sealae S i
S OYU il i DS aleS T oaialiog i an g (S 5T
sbedia S plad o 0 g ol A S S e
Osle 163 L (2:6) -

T R N )

[mAntU] [ser] [AxfO] [ba(r)to] [gryp]. [1ski]
[koi] [vod3ohpt] [hef]. [mAntu:] [8k] [ghe1r]
[d3onIbdor ] [e'di:b] [tho] [mANtOU] [keI]
[mPa:s1ir] [a'di :b] [Usker] [rpviyer] [08Ur]
[te1z] [kolomi] [ser] [nolpA] [ther]. [kholAm]
[kholp] [Jorob] [navfi] [ki] [vAdBhD] [ser]
[veuh] [noposAndido] [tho] . [mAnto] [pa(r)]
[pee] [de(r)] [pee] [fohofi] [ker] [mu:kAdmot]



[ner] [User] [shkp] [levgoon] [ki] [nAzs(r)]
[mer1d] [mAlO:n] [bonp] [diyp] [tho].

Anger was shown to Muntoo. It has several reasons. Muntoo was an
un-biased writer. Due to his aggressive attitude, his fellows were
always angry with him. He was not liked because he used to drink
openly. Due to continuous court cases regarding obscenity, he was not

liked by gentlemen community.

Here the proper noun s ([mAntO])
appears repeatedly. So, on the basis of repetition, it
will be the potential antecedent for most of

personal pronouns e.g. s ([vevh]), !
([vser])and S~ ([Usker]) appearing in the
above text.

2.4 Section headings

Section headings get high preference to become
antecedents for most of personal pronouns in Urdu
discourses. Consider the following example

A

8 ga Op S 0 VIV S sl o LS T )5 ES S Jial Cumd
0 sl aal e -0 S U (S ails o g (S keSS
o5 - LS Al IS 58 & ) L LgS (s O S 3 5 gia
Ut NS Chand s s b ] S culsia ) Sy
S - I 8 8 S Lo AS 8 g (s aal 5 (Seea
Slad") (27) -o Sl 2l el ot e Ol e o A0
(2006 ¢ -"CnBae

[JUoeb] [Axta(r)]
[ fuaeb] [Axta () ] [krikrt] [beord] [ke1liyer]
[vevh] [ansvkhp] [1odlp] [bAn] [foker] [hed] [d3v]
[ge:nd] [bet] [ser] [kheIlner] [ki] [bod3eeI]
[fond] [ki] [tomAnno] [ke(r)tel] [heer] . [vevh]
[vohid] [bevla(r)] [ha@d] [d§Inhevii] [ner] [rtni]
[kirkst] [nohi1fi] [khe1li] [Bitna:] [Anf:rt]
[heo] [keI] [a:rom] [kypo] [he] . [vauh]
[ favhrAt] [Dovr] [mhkbolist] [keI] [lrthoz] [seI]
[nthoynt] [x0[] [kismAt] [kh1ilpri] [heeri]
[d3Iski] [vohid] [khobi] [yah] [he] [kah]
[vesh] [donyo] [ker] [te:z] [tori:n] [bsUls(r)]
[her] . [djxskelj [nAkhrel] [Imron] [seI] [bhi]
[ziyodo] [othoer] [joteI] [heeri] .

Shoaib Akhter

Shoaib Akhter has become a burden over the cricket board. He is the
only bowler in Pakistani cricket team who has not played much
cricket rather always took rest because of being unfit. He is lucky to
become popular only because he is the fastest bowler in the world. He
is given more importance even compared to Imran.

In the above discourse, sl «wxi ([ fUaeDb]
[Axts (r)])1is section heading, so it will be the
preferred antecedent for most of anaphoric devices
appearing in the discourse and all other NPs will
be ruled out to become the potential antecedents.

&4

2.5 Distance

Distance plays an important role in finding the
antecedents. For each anaphoric device such as
Sl c}i.w\ c/__.».u\ 3 w“‘ ‘O\ “;\.ua‘ ‘dgﬁ\ é\.':\ ¢« ([0s],
[Usel], [0Uskd0] [Uskp] [OUski] [On],
[onkpo], [Onki]), preference is given to the
nearest object present in the same or immediate
previous sentence. Consider following discourse

03 S i B S dies SOl a0 5568w il g sl
S 5 e oS € S S e 3 ke
e oshed S oslae Gan LBy e S ) s 5568
S dien o sl O el ae sl sl GAISS L5 (ol
LS ) mpad 1S (oalpa il SHNS e )5l - K gl o JS

3 S S e 8085 SIS S UseS  S o) -l
P2 SIS IR (e sgn @l o AMLS e g
A S s S ey o ST 5l e g
S5 50 (2-8) "-Uish lud Al e s A3 58 L e, 1S3

(s a8
[tploer] [e'ft)ob] [se1] [thevri] [deIr] [bod]
[Pelk] [d3hi:1] [ker1] [kprIb] [pevﬁﬂ'] [ka(r)]
[Anva ()] [n1i] [neI] [popner] [sothIyavi] [kavU]
[rokner] [ko] [hUkum] [dIyp] [080r] [Usner1]
[legrofid] [kaU] [goUrer] [ser] [otpr] [ka(r)]
[zomIfi] [po(r)] [l1ito] [diyp]. [boz] [sIpDydUii]
[ner] [therlavii] [se1] [bosi] [rovtiypii]
[nikoli:f] [pavr] [sothIsovii] [merIfi] [tAksIm]
[ki:AA] [080r] [vavh] [Bhi:1] [keI] [korIb]
[baertn]  [goyer] [dnve(r)] [pli] [kp]  [8k]
[sothi] [d3prohi] [ko] [tod3orbo] [rarkto] [tho]
[UOsner] [pati] [khevl] [ka(r)] [lagrpoiid] [ker]
[znxAm] [kO] [mo:eend] [ke (r)nel] [ke1] [bond]
[Anva (r)] [ali] [ser1] [koho] “[age(r)] [a:p]
[Id3pzat] [de1fi] [t8U] [meefi] [govli] [nIkpl]
[ke(r)] [zbxam] [dog] [deItp] [hoUf]. [UOsner]
[lagrpiid] [ki] [nabz] [poraknner] [ker] [bod]
[kpohp] “[agea(r)] [inka] [bU:xpPr] [1tnpo] [te1z]
[np] [haoto] [tev] [me1rn] [kom] [a:son]
[havton]”

A little after the sun rise, when they reached the lake Anwer Ali
ordered his colleagues to stop and laid Legrand on the ground taking
him from horseback. Some soldiers took the dried bread from bags
and distributed them among other soldiers and sat on the bank of the
lake. One friend of Anwer Ali had the experience of surgery. He asked
Anwer Ali after inspecting the wounds of Legrand, *“ if you permit me
, | can do the surgery after taking out the bullet from his body”. The
friend further added, “Had his fever not this much the job would have
been easier”.

In discourse 2.8, the preferred antecedents for
~— o ([Usnel]) are lying in the same or in the
immediate previous sentence. Similarly, in (2.3),
the antecedents  for third person ADs
Sl oSl ) 2wl ([osneIl, [vseIl,
[Oskavu], [Uski]) are resolved on the basis of
distance.



2.6 Subject and object preference

In Urdu, especially for the resolution of personal
ADs (first person, second person and third person),
subject and object preference plays a very
important role. Consider the example

L lesd 2 e 3 e LS g si a5y same Sl S e 50
ilae S 05 s oo (S 2m e (e oSile WDl (Ol (sl
M8 hhi S ola e sl Gl ol el LS S

8 e O b S da en S S S e S 0
S5 s (29) osalials Ula by S ola JSilas Lo

(s i S
[Anwd (r) ] [A1i] [neTI] [xAt] [ko] [mAzmOn]
[pd(r)np] [JOrv] [kIyp]. [morod] [Ali] [neI]
[11kho] [tho] “[bhpi] [djon]! [s'sbleImulerkom]
[meefi] [s®(r)had] [ki] [dIfpyi] [fovkIyoii]
[keI] [mU&nel] [keIlIyeI] [gIyo] [hovo] [thDO]
[IslIyeI] [a:p] [080r] [bhobi] [d3on] [keIl]
[xotOt] [ko] [d3ovob]  [nph] [deI]l [shkpo].
[mu:d3heI] [&ek] [mohiner] [ki] [foti] [mIl]
[gpi] [he] [laekIn] [mef] [gha(r)] [a:nel] [sell
[perthler] [§aa:] [o'ks(r)] [xon] [keI] [pOs]
[Jonp] [fohtp] [hofi]

Anwer Ali started reading the letter. Murad Ali had written “my
brother! Regards, | have gone for the inspection of defense posts.
Therefore, | was unable to send reply to yours and your Mrs. letters. |
have got leave for one month. However, before coming home | want to
visit uncle Akber Khan”

Discourse 2.9, consists of frequent use of first
person anaphoric devices us ¢ —¢>< ([mu:dhel],
[meeri]). Discourse 2.9 is in the form of direct
speech. In such type of discourse, for resolution of
first person anaphoric devices highest, preference
will be given to subject of the main clause i.e. the
clause just before the reported speech starts. 3
e ([mOrod] [Ali]) is the subject of the main
clause so all first person anaphoric devices will
refer to e 2 < ([mornd] [Ali]). Similarly, in
case of second person anaphoric devices, object
preference will be the highest.

Al 2 Hlgai e -a ) g0 oS A" LS gzl Sbg
(2-10)"-S Uskes mgtlas | g mdinar - 52

[priyal [ner] [rod3] [ser1] [kohp] “[tom]
[kIyoii] [rou] [roheTI] [hav] [meefi] [tOmhprel]
[soth] [hofi] [homeIfo] [tomhoro] [spth] [nibhovi]
[gil”.

Priya said to Raj,““Why are you weeping, | am with you and will
always be with you™

JE18 (Lilad S/ e U8 S 0 e "-US S0 jlae 5 ae
(2-117) (o iy i) U8 B (g (o2 558 | 90 sz K
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[Omru:] [ner] [Amoro] [keov] [kohp]
“la:eorNt] [kev] [kehnpo] [tomhefi]/ toumkev]
[nod3ofi] [ko] [terl] [logper] [d3ev]
[dO:sprp] [kevi] [nphin] [logp] [sAkto]”

Umroo asked Ammara ““Ask the woman to massage you with the oil of
Najashi that is not possible by any other™.

A WS er o s s o Bl S e e Sle
= oseinon el o ol Qlia o S - s s Llsa a5k
(2-12) "8 iy (S G o e

[d3Ad3] [molzim] [ser] “[tom] [ner] [bohot ]
[spfoyi] [poUr] [hevUfipri] [ser] [d30rm] [kIyp]
[he] . [mOlzim] [3avabin] (B3] [se1]
“[fokrio] [d3onbb] [a:p] [pshler] [a:dmi] [hef]
[(3Inhavfi] [nern] [m@rer] [fAn] [ki] [toOrif]
[kil”

Judge said to the accused, “you did the crime very professionally and
cleverly”. Accused replied *““thanks sir, you are the first person who
praised my expertise”.

Again, 2.10, 2.11 and 2.12 are in the form of
direct speech. In all above discourses, second
person ADs <l (soleai ¢l leai pei Sl o5 el
([tom], [to], [tOmksv], [tOmher],
[tomhorp], [tOmhoril, [a:p]) have direct
objects such as @ ik wile  ([AmOTO]
[(molzIm], [d3Ad3])of the main clause as their
potential antecedents.

Here is an example in which for the resolution
of third person anaphoric device s5 ([vUh]),
potential antecedents are found using subject
preference filter.

S s S glale g 1S K (S Alad S Gl i S EY
La o 1S K (30 VLS 3 93 50 A8 L Liila 4y 05 -\l ple
e SVl g o S Binoy- b U 58 03 (Jlall
(olem pns (B &g it 55)(2-13) U Ssa Gl 55 Ui g

[1ord] [kornIvblIs] [ksU] [feeslp] [kon] [d3Ag]
[keIlIyeI] [ti:p0O] [svlton] [ki] [tIyprIyo:i]
[ko] [Ilm] [tho]. [vesh] [ysh] [djonto] [thpo]
[kah] [mavd3udo] [holpt] [meTfi] [d3Ag] [kD]
[t0:1] [deInp] [nOkson] [dah] [hav] [shkto]
[he] . [vevh] [d3nAg] [keI] [a:nel] [voleI]
[hplot] [keI] [bprel] [saUUtD] [teU] [prIfon]
[hatneI] [l1Agtp].

Lord Kernevalis was aware of the preparations of Tipu Sultan about
the final war. He knew that it will be quite dangerous to lengthen the
war and he was worried to think about the results of the war.

Here, terminals of the sentence are L& (&)
([1nhgto], [tho]l) that are used for personal
singular and masculine NP, but the problem is that

58 ¢ odls)S 3 ¥([lord] [kornIvoblIs],
([tIpv]) both are personal, singular and
masculine NPs. So the question arises that o3
([vevh]) refers to which NP in the preceding



sentence. Here, the subject preference will be high.
So,e5 ([veuh]) refersto sl si S 3V,

2.7 NP followed by certain words

Certain NPs in Urdu discourse are followed by
words oyl S (e )b S ¢(3laie S
([keI] [motalsk]], [keI] [barell], [kI]
[ta(r) £]). In such circumstances, these NPs will
be given highest priority to become the
antecedents. For example,

S ol gSousl/ ) ASL 2 S (A ) a8l
Dsle el o B S ad o)l Gl (3 B s (558
(2-14)- 2 LS, S0 S 38

(Interview with Jehangir Badar)

[d3phofigi:r] [bade (r)] [ner] [Appni] [berti]
[ker] [borer] [btoyp]] [koh] [Use1/Uskav]
[s1ypsAt] [kD] [kovei] [Jovk] [nohIA]
[hofi] [vser] [a:do] [ta:1lmm] [ko] [f=0q] [he] .
[Usne1r] [ma:sto(r)z] [kd(r)nel] [ka:] [eera:dha:]
[ko (r) ] [rakho] [he].

Jihangir Badder told about his daughter that she has no interest in politics,
However, she is interested in higher education. She has the intention to do her
masters degree.

05 A53 58 gh ) st LB S~ S G S el e
e C(2-15)- (o5 (0 ~eS2

[ma:ifi] [sAlmo] [ki] [td(r)f] [deIkh] [deIkh]
[keIl] [kOrbon] [hav] [rahi] [thi] [kIyOkeh]
[voOh] [bohOt] [bhAli] [dhIkh] [rohi] [thi].

The Mother was looking towards
seemed very beautiful.

Salma very lovingly since she

It is the <« who is looking beautiful not the
Jw ([ma:in]), since = ([snlmo]) is followed
by certain class of words.

3  Implementations and evaluations

An informal algorithm for the resolution of first
person anaphoric devices is as follows:

1. Examine the next clause in the discourse. If no
clause exists then finish.

2. If the current clause consists of first person

anaphoric devices then go to step-3 else go to

step-1.

Access the previous clause.

4. If the current clause consists of section
headings, noun phrase followed by certain
words then assign weight to these filters else
assign priority to noun or noun phrase
appearing as a subject of the clause.

5. Ifno subject exists then go to step-3.

W
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Similarly, an informal algorithm for the
resolution of second person ADs is as follows:

1. Examine the next clause in the discourse. If no
clause exists then finish.

2. If the current clause consists of second person

anaphoric devices then go to step-3 else go to

step-1.

Access the previous clause.

4. If the current clause consists of topicalized
structures then assign weight to these filters
else assign priority to noun or noun phrase
appearing as an object of the clause.

5. Ifno object exists then go to step-3.

(98]

In the same way an informal algorithm for the
resolution of third person ADs is as follows:

1. Examine the next clause in the discourse and if
no clause exists then go to step-9.

2. If the current clause consists of third person

anaphoric devices then go to step-3 else go to

step 1.

Access the previous clause.

4. Apply the lexical and morphological filters to
assign the weight to nouns or noun phrases that
follow the morphological and lexical filters.

5. [If current clause consists of section headings or
topicalized structures or noun phrase
preceded / followed by certain class of words
then assign the weight of these filters.

6. If current clause consists of noun or noun
phrase as subject and objects (direct, indirect)
then assign the weight value for these filters.

7. If the current clause does not consists noun or
noun phrase as subject, object or contains no
section headings, topicalized structures and
noun phrase preceded by certain words then go
to step- 3.

8. Find the repetitions of all noun or noun phrases
and increment their corresponding weights for
each repetition.

9. Record the results and Finish

98]

Algorithms are implemented in Visual C++.
Implemented algorithm gets the input that is
constructed manually. For this purpose each
discourse is divided into clauses and is stored as
Unicode text file for input to anaphora resolution



program. For better understanding, consider the
example of discourse 2.8 and its division into
clauses.

clause(sub(le Lsi,sng,msc),dob(u s, plu,msc),vb(sng,msc)).
clause(sub(u+),dob(Z1_%4l,sng,msc),vb(sng,msc)).
clause(sub(u s, plu,msc),dob(Ukd s, fem,plu),vb(plu,msc)).
clause(sub(nill),dob(u s, plu,msc),vb(plu,msc)).
clause(sub(>),dob(Jx>,sng,fem), vb(plu,msc)).
clause(sub((s¢,sng,msc),dob(s>!>,sng,msc),vb(sng,msc)).
clause(sub(us),dob(3:)_%,sng,msc),vb(sng,msc)).
clause(sub(s¢5,sng,msc),dob(sle 53, msc,sng),vb(sgn,msc)).
clause(sub(<),dob(nill),vb(plu,msc)).

clause(sub(u),dob(aa ), msc,sng),vb(sng,msc)).
clause(sub(u+),dob(Z1_%4l,sng,msc),vb(sng,msc)).
clause(sub(%),dob (L, msc,sng),vb(sng,msc)).
clause(sub(nill),dob(' =),vb(sng,msc)).

Fig 1

Table-1, Table-2 and Table-3 show the order
of weights assigned to various filters for the
resolution of first person, second person and third
person anaphoric devices. The implemented
algorithm aims to determine the efficiency in terms
of accuracy and reliability of the proposed order of
factors. For this purpose various experiments were
conducted over various text genres. To evaluate the
success rate of every experiment, precision is
calculated as defined below. The average length of
each discourse in sentences was 4-6.

Precision = Number of correctly resolved anaphors / Number of anaphors
attempted to be resolved

The results of the three experiments are as
follows

Experiment# Precision
1 78%
2 80%
3 80%

Table-1 shows that in case of first person
anaphoric devices the priority has been assigned on
the basis of section heading, noun phrase followed
by certain words and then subject. It means that if
no section heading or noun phrase followed by
certain words are present then the subject in the
main or previous clause will be the potential
antecedent for first person anaphoric devices.
Similarly, Table-2 for second person anaphoric
devices, exhibits that weights will be assigned in
descending order (left — right). It means that the
leftmost filter that is topicalized structure will get
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the highest weight for second person ADs.
Consider the following output (Fig-2) produced by
anaphora resolution program, for the resolution of
second person anaphoric device S in the
discourse 2.4, topicalized structure «sba S gets
high priority to become the antecedent.

1,SUB (1) RESTO (2 wala seS)
Fig 2

Clause

Again, in case of third person anaphoric
devices weights as shown in Table-3 have been
assigned in descending order (top - bottom). It
means the weight of section heading filter will be
larger in value than that of subject filter. Consider
a noun or noun phrase which is section heading as
well as a repeated noun and also lexical filter
applies on it. For this noun or noun phrase all the
weights will be summed up. A noun with highest
weight will be given preference to become the
antecedent for third person anaphoric device. This
is demonstrated by the following output generated
for discourse (2.8) by our anaphora resolution
system. This discourse contains total 13 clauses
from 0 — 12. Clause 1 contains third person
anaphoric device +! ([vs]) that is resolved to

e s which is assigned weight 12 on the basis
of lexical filter and distance preference, so, o
is ruled out to become the antecedent since its
weight is 1. Similarly for the third person
anaphoric device s, that appears in clause 4,
antecedent with highest weight 50 is s, By the
same token, for the resolution of the first person
anaphoric device |, preference has been given to
the noun & (Fig-2) that is the subject in the
previous clause.

clause  1,SUB ()
clause 4, SUB (23)
clause 6, SUB ()
clause 8, SUB (<)
clause 9, SUB ()
clause 10, SUB ()
clause 11,SUB(S41) RESTO (49 S88)(30 useio)( 13 st )(8 sl )(7 Siiss)
clause 12, DOB (1) RESTO ( l4asila)(10 B83) (7 Gle 55 )(2 dun )(2 235)(2 Js)

Fig 3

RESTO (12 ko s )( 1 ossiar)

RESTO (50 Uit )(12 ile 55 )(12 oslam )( 11 BL8A)( 11 Us))
RESTO (e 53)(12 ot )(7 S8)(7 dien )(7 ele)

RESTO (5 ole 5 )(3 usian)(3 80)(3 oe)(1 Udiso)( 1 uslym)
RESTO (14 o3 )(6 B58)(2 daen )( 1 0sslis)(0 i )(0 sl )
RESTO (31 eile)(30 S83)(12 Lt )( 11 #35)(7 dien )(2 wslm))

Algorithms fail to correctly resolve the
anaphora for discourses as follows

O Sos! 58S Gl A G S lsh S de g p
(B-15)-S s Cndz s @i S



[p®(r)velz] [mOSArf] [neI] [noVDZ] [hpkOmat ]
[ba(r)kxvpst] [ki] [tav] [0onhaln] [nel] [Unkel]
[xI1pf] [ford3] [fi:t] [dBori] [ki].

Pervaiz Musharaf when expelled Nawaz Government. He issued the
charge sheet against him.

In the above discourse, the anaphoric device
usd! ([OnhoOLri]) s resolved correctly to have
antecedent o e R ([pd(r)verz]
[mofArf]) on the basis of distance and subject
preference filter but ¢! (on]) is not resolved
correctly to have antecedent J's3 ([novpz]).

Third Person 59 (vouh] Sl Sl ¢l )
ADs e Sl S (Sl
R R BT T <
Usel U'J“r-.“
[on], [vnko],
(onkes1 , tommel
Lexical 3" Person, 3" Person, Singular, 3" Person, Plural,
Information Singular, Masculine, Feminine Masc'u].inc,
(AD refers to) Mf: ;sﬁilﬁe, Feminine
Feminine
Priority Order Lexical Lexical Filter Lexical Filter
Weights Filter
assigned from Section Section Heading Section
top to botfom Heading Heading
(Descending Topicalized Topicalized Topicalized
Order) Structure Structure Structure
Noun Phrase Noun Phrase Noun Phrase
followed by followed by followed by
certain certain words certain words
words
Subject Distance Distance
Object Subject Subject
Repetition Object Object
Repetition Repetition

Table 1: Priority Order for First Person ADs

Second Person Priority Order (Left to Right)

Anaphoric

Devices

Feas Topicalized Structure Object
[to], [tom]
Sl ¢l Topicalized Structure Object
[tOmhefi] ,
[ tomkav]
e Topicalized Structure Object
[tomhori]
bt Topicalized Structure Object
[tomhorp]
Pt Topicalized Structure Object
[tomhpreI]
< [a:p] Topicalized Structure Object
91 [a:pkav] Topicalized Structure Object
3 [arpki] Topicalized Structure Object
S [a:pkn] Topicalized Structure Object
=54 [a:pkel] Topicalized Structure Object

Table 2: Priority Order for Second Person ADs
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First Person Priority (Left — Right)

Anaphoric

U [meef] Section Noun Phrase Followed by Subject
heading Certain words

P Section Noun Phrase Followed by Subject

[modsee] heading Certain words

S Section Noun Phrase Followed by Subject

[modzkeov] heading Certain words

| s [meero] Section Noun Phrase Followed by Subject
heading Certain words

= Section Noun Phrase Followed by Subject

[meri] heading Certain words

Pyt Section Noun Phrase Followed by Subject

[merel] heading Certain words

& [hAm] Section Noun Phrase Followed by Subject
heading Certain words

o Section Noun Phrase Followed by Subject

[hAmeeri ] heading Certain words

S Section Noun Phrase Followed by Subject

[hAmkavU] heading Certain words

ke Section Noun Phrase Followed by Subject

[homporo] heading Certain words

Gl Section Noun Phrase Followed by Subject

[homori] heading Certain words

o obe Section Noun Phrase Followed by Subject

[hompreI] heading Certain words

Table 3: Priority Order for Third Person ADs

4 Conclusion

One central question addressed in this paper is
to determine the optimal order of the factors to find
the preferred antecedents for the personal ADs in
Urdu text. Rule based algorithms for the resolution
of personal anaphoric devices are presented which
are capable of resolving these anaphoric devices
with 78-80% success rate in all kind of text genres.
This success rate can be increased with
improvement in certain rules especially for third
person anaphoric devices.
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