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Abstract the Web. For example, the famous Japanese major

A person may have multiple name aliases
on the Web. Identifying aliases of a name
is important for various tasks such as in-
formation retrieval, sentiment analysis and
name disambiguation. We introduce the no-
tion of a word co-occurrence graph to rep-
resent the mutual relations between words
that appear in anchor texts. Words in an-
chor texts are represented as nodes in the
co-occurrence graph and an edge is formed
between nodes which link to the same url.
For a given personal name, its neighboring
nodes in the graph are considered as can-
didates of its aliases. We formalize alias
identification as a problem of ranking nodes
in this graph with respect to a given name.
We integrate various ranking scores through
support vector machines to leverage a robust
ranking function and use it to extract aliases
for a given name. Experimental results on a
dataset of Japanese celebrities show that the
proposed method outperforms all baselines,
displaying a MRR score df.562.

Introduction

league baseball playétideki Matsuiis often called
asGodzillain web contents. Identifying aliases of
a name is important in various tasks such as infor-
mation retrieval (Salton and McGill, 1986), senti-
ment analysis (Turney, 2002) and name disambigua-
tion (Bekkerman and McCallum, 2005).

In information retrieval, to improve recall of a
web search on a person name, a search engine can
automatically expand the query using aliases of the
name. In our previous example, a user who searches
for Hideki Matsuimight also be interested in re-
trieving documents in which Matsui is referred to
asGodzilla People use different aliases when ex-
pressing their opinions about an entity. By aggre-
gating texts written on an individual that use various
aliases, a sentiment analysis system can make an in-
formed judgment on the sentiment. Name disam-
biguation focuses on identifying different individu-
als with the same name. For example, for the name
Jim Clark aside from the two most popular name-
sakes - the formula-one racing champion and the
founder of Netscape - at least ten different people are
listed among the top00 results returned by Google
for the name. Although namesakes have identical
names, their nicknames usually differ. Therefore, a
name disambiguation algorithm can benefit from the

Searching for information about people in the Web i§nowledge related to name aliases.
one of the most common activities of Internet users. We propose an alias extraction method that ex-
Around30% of search engine queries include persoploits anchor texts and the links indicated by the

names (Guha and Garg, 2004). However, an indanchor texts.

vidual might have multiple nicknames aliaseson
Researctirellow of the Japan Society for the Promotion offound to be useful in various tasks such as rank-
Science (JSPS)

Link structure has been studied
extensively in information retrieval and has been

ing of web pages, identification of hub-authority
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sites,text categorization and social network extrac-
tion (Chakrabarti, 2003). Anchor texts pointing to .
an url provide useful semantic clues regarding the

resource represented by the url. !
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If the majority of inbound anchor texts of an -
url contain a person name, then it is likely that
the remainder of the anchor texts contain informa-
tion about aliases of the name. For example, an  ™“Z_  _So

image of Hideki Matsuion a web page might be s
.-sports

linked using the real naméjideki Matsuj as well
as aliasessodzillaand Matsu Hide However, ex-

tracting aliases from anchor texts is a challengingrigure1: Co-occurrence graph fétideki Matsui
problem due to the noise in both link structure and

anchor texts. For example, web pages of extremely

diverse topics link to yahoo.com using various anwithin a particular domain to generate a domain-
chor texts. Moreover, given the scale of the Webspecific thesaurus. First, a set of high quality web-

broken links and incorrectly linked anchor texts argites from a given domain is selected. Second, sev-
abundant. Naive heuristics are insufficient to extra@ral link analysis techniques are used to remove

P
-
e
-

New York

aliases from anchor texts. noisy links and the navigational structure of the web-
Our main contributions are summarized as folsjte is converted into a content structure. Third,
lows: pointwise mutual information is applied to identify

phrases within content structures to create a domain

" ds that ; hor t specific thesaurus. They evaluate the thesaurus in a
represents words hat appear in anchor .exb%ery expansion task. Anchor texts written in differ-
and formalize the problem of alias extraction

f ranki des in th h with ent languages that point the same object have been
as a one of ranxing nodes in the graph With Teq,se g iy cross-language information retrieval (CLIR)
spect to a given name.

to translate user queries. Lu et al. (2004) extend this

e We define various ranking scores to evaluatilea by associating anchor texts written using a piv-
the appropriateness of a word as an alias of @@l third language to find translations of queries.
name. Moreover, the ranking scores are inte-

¢ We introduceword co-occurrence graphsto

grated using support vector machines to lever? Method
age a robust alias detection method. 3.1 Outline
2 Related Work We introduceword co-occurrence graphan undi-

rected graph, to represent words that appear in an-
Hokama and Kitagawa (2006) propose an alias exnor texts. For each word that appears in the vocabu-
traction method that is specific to Japanese lafyyy of words in anchor texts, we create a node in the
guage. For a given namethey search for the query graph. Two words are considered as co-occurring if
*koto p* and extract the words that match the astefyg anchor texts containing these words link to the
isk. Howeverkotois highly ambiguous and extractSgame url. An edge is formed between two nodes if
lots of incorrect aliases. Moreover, the method canpe words represented by those nodes co-occur. Fig-
not extract aliases when a name and its aliases afre 1 illustrates a portion of the co-occurrence graph

pear in separate documents. in the proximity of Hideki Matsuias extracted by
Anchor texts and link structure have been emhis method from anchor texts.

ployed in synonym extraction (Chen et al., 2003) Representing words that appear in anchor texts

and translations extraction (Lu et al., 2004). Chegg 4 graph enables us to capture the complex inter-

et al. (2003) propose the use of hyperlink structurgs|ations between the words. Words in inbound an-
'kotois written in hiragana and and meaaiso known as  chor texts of an url contain important semantic clues
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regarding the resource represented by the url. Sucl'.].able 1: Contingency table for a candidate alias
words form a clique in the co-occurrence graph, : - T — (@]
k

indicating their close connectivity. Moreover, co- P k n— n
occurrence graphs represent indirect relationships |V —{p} | K-k [ N-n—-K+k | N—n
between words. For example, in FigureHideki 4 K N-K N
Matsuiis connected tdlew Yorkvia Yankees

We model the problem of extracting aliases as
a one of ranking nodes in the co-occurrence grap
with respect to a real name. Usually, an individua?
has just one or two aliases. A name alias extractiofl3  Ranking of Candidates
algorithm must identify the correct aliases among
vast number of related terms for an individual.

onnectedo p in the graph. In Figure 1 candidates
Hideki Matsuifall inside the dotted ellipse.

?o evaluate the strength of co-occurrence between
a candidate alias and the real name, for each candi-
3.2 Word Co-occurrence Graph date aliasr in C'(p) we create a contingency table
as shown in Table 1. In Table 1, the first row repre-
sents candidates pfand the first column represents
nodes in the graph. Thereih,is the number of urls

in which p andx co-occur, K is the number of urls

in which at least one inbound anchor text contains
the candidater, n is the number of urls in which

at least one inbound anchor text contgirend N is

the total number of urls in the crawl. Next, we define
Harious ranking scores based on Table 1.

Let V' be the vocabulary of words); that appear
in anchor texts. The boolean functiet{a;, w;) re-
turns true if the anchor text; contains the wordy;.
Moreover, let the boolean functioh(a;, u;) to be
true if the anchor text; points to urlu;. Then two
wordsw;, w; are defined to beo-occurringin a url
w, it A(a;, w;) N A(aj, wj) A L(a;,u) A L(aj,u) is
true for at least one pair of anchor texts, a;). In
other words, two words are said to co-occur in an u ) _ oo
if at least one inbound pair of anchor texts contain Simplest O_f all _ranklng scores is thek freguency
the two words. Moreover, we define the number o?lf)' We define link frequency of an candidates

co-occurrences ofy; andw; to be the number of the nur%:)_er_ of dlffelrerLt urIsI n ;\;hlc;_ﬁ g‘lndlp co-
different urls they co-occur. occur. This is exactly the value &fin Table 1.

We defineword co-occurrence graphG(V, E) Link frequency is biased towards highly frequent

(V' is the set of nodes anlis the set of edges) as anwords. A word that has a_high frequency in an_chor
undirected graph where each warglin vocabulary te_xts can also rgport a high co-occurrence Wﬂh
V is represented by a node in the graph. Becaugédf measure which is popularly'used'ln qurmgﬂon
one-to-one mapping pertains between a word andrgtrleval can be used to normalize this bi#df is
node, for simplicity we usey; to represent both the computed from Table 1 as follows,

word and the corresponding node in the graph. An N

edgee;; € E is created between two nodes, w; if tfidf(n;) = klog 7——-

they co-occur. Given a personal nameepresented

by a nodep in the co-occurrence graph, our objec- From Table 1 we compute co-occurrence mea-
tive is to identify the nodes that represent aliases sures; log likelihood ratid LR (Dunning, 1993),

p. We rank the nodes in the graph with respect tohi-squared measut@€S, point-wise mutual infor-

p such that more likely a node is an aliasgfthe mationPMI (Church and Hanks, 1991) and hyper
higher the rank it is assigned. According to our defgeometric distributionrHG (Hisamitsu and Niwa,
inition, a node that lies hops away fronp has an 2001). Each of these measures is used to rank candi-
n-order co-occurrence with. Considering the fact date aliases of a given name. Because of the limited
that a single web page might link to many pages withvailability of space, we omit the definitions of these
diverse topics, higher order co-occurrences with measures.

(i.e. nodes that appear further frgmare unreliable ~ Furthermore, we define popular set overlap mea-
as aliases gb. Consequently, we limi€'(p), the set sures;cosine measureverlap coefficienandDice

of candidate aliases @f to nodes which are directly coefficienffrom Table 1 as follows,
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data to learn the proper combination of the ranking
scores.
We represent each candidate alias as a vector of
the ranking scores. Because we use tRerank-
ing scores described above, each candidate is repre-
k sented by ari8-dimensional vector. Given a set of
overlap(p, z) = min(n, K)’ personal names and their aliases, we model the train-
’ ing process as a preference learning task. For each
name, we impose a bhinary preference constraint be-
2k tween the correct alias and each candidate.
n4+ K’ For example, let us assume for a namg we
selected the four candidates, as, az, as. With-
out loss of generality, let us further assume that
A frequently observed phenomenon on the Web ianda;, are the correct aliases pf Therefore, we
that many web pages with diverse topics link to séorm four partial preferencess; = as, a1 = aq,
calledhubssuch as Google, Yahoo or Amazon. Beuy = a3 anday = a4. Here,z = y denotes
cause two anchor texts might link to a hub for enthe fact thatz is preferred toy. We use ranking
tirely different reasons, co-occurrences coming fror8VMs (Joachims, 2002) to learn a ranking function
hubs are prone to noise. To overcome the adverse @fem preference constraints. Ranking SVMs attempt
fects of a hubh when computing the ranking scoresto minimize the number of discordant pairs during
described in section 3.3, we multiply the numbetraining, thereby improving average precision. The
of co-occurrences of words linked foby a factor trained SVM model is used to rank a set of candi-
a(h, p) where, dates extracted for a name. Then the highest ranking
candidate is selected as the alias of the name.

k
= VK

cosine(p, )

Dice(p, z) =

3.4 Hub weighting

a(h,p) = —. ) |
4 EXperiments
Here,t is the number of inbound anchor texts of
h that contain the real name d is the total num- We crawled Japanese web sites and extracted anchor
ber of inbound anchor texts d@f. If many anchor texts and urls linked by the anchor texts. A web
texts that link toh containp (i.e., largert value) site mightuse links for purely navigational purposes,
then the reliability ofh as a source of information Which convey no semantic clue. To remove naviga-
aboutp increases. On the other handhihas many tional links in our dataset, we prepare a list of words
inbound links (i.e., larged value) then it is likely thatare commonly used in navigational menus, such
to be a noisy hub and gets discounted when mués top, last, next, previous, linkstc and remove
tiplied by a(<< 1). Intuitively, Formula 1 boosts anchor texts that contain those words. In addition
hubs that are likely to be containing information rewe remove any links that point to pages within the
gardingp, while penalizing those that contain vari-same site. All urls with only one inbound anchor text

ous other topics. are removed from the dataset. After the above men-
o tioned processing, the dataset containsi56, 871
3.5 Training anchor texts pointing t8, 023, 364 urls. The aver-

In section 3.3 we introducefl ranking scores to age number of inbound anchor texts per urdis5
evaluate the appropriateness of a candidate alias fand its standard deviation $1.02. We tokenize

a given name. Each of the scores is computeghchor texts using the Japanese morphological an-
with and without weighting for hubs, resulting inalyzer MeCab (Kudo et al., 2004) and select nouns
2 x 9 = 18 ranking scores. The ranking scores capas nodes in the co-occurrence graph.

ture different statistical properties of candidates; itis For training and evaluation purposes we manually
not readily apparent which ranking scores best comssigned aliases far41 Japanese celebrities. The
vey aliases of a name. We use real world name-alimame-alias dataset covers people from various fields
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Table 2: Mean Reciprocal Rank obtained with the RBF kernel (SVM RBF). In fact

Method MRR 1 Method VIRR for 21 out of 50 names in our dataset, SVM (RBF)
SVM (RBF) | 0.5625 || If 0.0839 correctly ranks their aliases at the first rank. Con-
gxm E('—Di“ez;) 8-2;32 ;9;]“6 8-8;?; sidering the fact that each name has more 6t

ua . | . . . .. .
SVM (Cubic) | 0.4087 || Dice 0.0751 cand|date_ allases,_thls isa markgd improvement over
thidf(h) 0.3957 || overlap(h) | 0.0750 the baselines. It is noteworthy in Table 2 that the
LLR(h)(h) 0.3879 || PMI(h) 0.0624 hub-weighted versions of ranking scores outperform
cosine 0.3701 || LLR 0.0604 : : : P
i) RIS RIBETE 0.0399 t_hg correspondlng nqn-welghted version. Thls jus-
HG(R) 0.3297 1 CS 0.0079 tifies the hub weighting method proposed in sec-
Dice(h) 0.2905 || PMI 0.0072 tion 3.4. The hub-weighted tfidf score (tfidf(h)) has
cSh) 0.1186 [| overlap | 0.0056 the best MRR among the baseline ranking scores.

For polynomial kernels, we observe a drop of preci-

. . . sion concomitant with the complexity of the kernel,
of cinema, sports, politics and mass-media. The ma plexity

o . ._Which occurs as a result of over-fitting.
jority of people in the dataset have only one alias 9
assigned. For each real name in the dataset we ex- .
9 ; . N Table 3 shows the top-three ranked aliases ex-
tract a set of candidates using the proposed methad. o ) .
: racted forHideki Matsuiby various methods. En-
We then sort the real names in the dataset accord- . . o
. . lish translation of words are given within brackets.
ing to the number of candidates extracted for the . S :
) he correct aliaszodzilla, is ranked first by SVM
We select the to0 real names with the greatest o
. . . RBF). Moreover, the correct alias is followed by
number of candidate aliases for evaluation purposes . )
because recognizing the correct alias from numero se last namevlatsuiand his teamNew York Yan-
. -ognizing . k8es In fact, tfidf(h), LLR(h) and If(h) all have the
candidates is a more challenging task that enables us . : .
. . exact ranking for the top three candidatedide,
to perform a strict evaluation. On average a name in

our evaluation dataset h&s00 candidates, of which \;v:ézzc;sban tﬂzgée\;agzgufgsm dﬂlg\zl:\,/; rigﬁzdcon-
only one is correct. The rest of t1391 (441 — 50) y ) ’

- tains the aliassodzillaamong the top three candi-
names are used for training. . .
. _dates. The non-hub weighted measures tend to in-
We compare the proposed method (SVM) agains L
. . . . .clude general terms such @skyq Yomiuri(a pop-
various baseline ranking scores using mean rec'BTar Japanese newspapedikkei (a Japanese busi-
rocal rank (MRR) (Baeza-Yates and Ribeiro-Neto P bap P
: : . hess newspaper), aidkyo stock exchang@ close
1999). The MRR is defined as follows; .
analysis revealed that such general terms frequently
noq co-occur with a name in hubs. Without adjusting
Z ﬁi' 2) the co-occurrences coming from hubs, such terms
=1 invariably receive high ranking scores, as shown in
Therein,R; isthe rank assigned to a correct alias andable 3.
n is the total number of aliases. The MRR is widely
used in information retrieval to evaluate the rank- Incorrect tokenization of Japanese names is a
ing of search results. Formula 2 gives high MRR tanain source of error. Many aliases are out-of-
ranking scores which assign higher ranks to corredictionary (nknown words, which are known to
aliases. produce incorrect tokenizations in Japanese mor-
Our experimental results are summarized in Tgghological analyzers. Moreover, a hame and its
ble 2. The hub weighted versions of ranking scorealiases can be written in various scripts: Hiragana,
are denoted by (h). We trained rank SVMs withKatanaka, Kanji, Roman and even combinations of
linear SVM (Linear) quadraticSVM (Quad) cubic multiple scripts. Some foreign names suclbawid
SVM (Cubic)and radial basis functions (RBENVMM even have orthographic variants in Japaneda:
(RBF) kernels. As shown in Table 2, the proposedbid-door de-bid-do Failing to recognize the differ-
SVM-based method has the highest MRR valuesnt ways in which a name can be written engenders
among all methods compared. The best results anerong preference constraints during training.

MRR =

S|
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Table 3: Top ranking candidate aliases for Hideki Matsui

Method First Second Third
SVM (RBF) | 00O (Godzilla) 000 (Matsui) 0ooo0og (Yankees)
tfidf(h) 00 (Matsui) O (Hide) 00000 (Yankees)
LLR(h) OO0 (Matsui) O (Hide) 000 gdd (Yankees)
cosine(h) 00 (Matsui) 00000 (Yankees) O (Hide)
If(h) 00 (Matsui) O (Hide) 0o0o0O00g (Yankees)
HG(h) 00 (Matsui) 00000 (Yankees) O (Hide)
Dice(h) 00 (Matsui) 00000 (Yankees) U (Hide)
CS(h) 00 (Matsui) O0O0O0Ooog (Majorleague)| DO O OO (player)
If OO (Tokyo) ooo (Yomiuri) 0O (Nikkei)
cosine 00 (Yomiuri) OO (Tokyo stock exchange) | OO (Matsui)
tfidf 00 (Yomiuri) 00O (Tokyo) 0 O (Tokyo stock exchange)
Dice 00 (Yomiuri) 0O (Tokyo stock exchange) | OO (Matsui)
overlap(h) OoaQ (play) 000 (Godzilla) ooooogogoa (Steinbrenner)
PMiI(h) Ooo (play) 00O (Godzilla) Ooooooog (Steinbrenner)
LLR OO (Yomiuri) OO (Tokyo stock exchange) | OO O OO (jiji.com)
HG 00 (Yomiuri) OO (Tokyo stock exchange) | OO (Matsui)
CS OO0oogo (jiji.com) 00O (Tokyo stock exchange) | OO (Yomiuri)
PMI 00000 (Komdatzien)| OO (picture) 0o0oO0O0ogo (contents)
overlap 00000 (Komdatzien)| OO (picture) O0oooog (contents)
5 Conclusion T. Dunning. 1993. Accurate methods for the statistics of

) ) surprise and coincidencé&omputational Linguistics,
We proposed a method to extract aliases of a given 19:61-74.

name using anchor texts and link structure. We cre- ) i i ,
ted a co-occurrence graph to represent words in a%‘-GUha and A. Garg. 2004. Disambiguating people in
a grap P search. IrStanford University

chor texts and modeled the problem of alias extrac-
tion as a one of ranking nodes in this graph with rel. Hisamitsu and Y le_a. 2001. _T_oplc-word selection
spect to a given name. In future, we intend to apply base,d on combinatorial probability. Froc. of NL-

. PRS’01, pages 289-296.
the proposed method to extract aliases for other en-
tity types such as products, organizations and loca- Hokama and H. Kitagawa. = 2006.  Extracting
tions. mnemonic names of people from the web. Rroc.

of 9th International Conference on Asian Digital Li-
braries (ICADL'06), pages 121-130.
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