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Abstract least one relevant document in the retrieved docu-

ment set, regardless of relevant document density —
where a document is relevant if it contains at least

one correct answer. More specifically, the retrieval

stage is considered successful even if there is a sin-
gle document retrieved that mentions a correct an-
swer, regardless of context. This performance mea-
sure is usually not realistic and revealing in question

answering.

In typical scenarios, information extraction is not
always able to identify correct answers in free text.
When successfully found, correct answers are not
always assigned sufficiently high confidence scores
to ensure their high ranks in the final answer set.
As a result, overall question answering scores are
still suffering and considerable effort is being di-
rected towards improving answer extraction and an-
swer merging, yet little attention is being directed
towards retrieval.

A closer look at retrieval in QA shows that the
types of documents retrieved are not always con-
ducive to correct answers given existing extraction
1 Introduction methods. It is not sufficient to retrieve a relevant

document if the answer is difficult to extract from its
] ] ] ] context. Moreover, the retrieval techniques are often
Information retrieval has received sporadic exan\-/ery simple, consisting of extracting keywords from

ination in the context of question answering (QA)qestions, expanding them using conventional meth-
Over the past several years, research efforts have {fys s,ch as synonym expansion and inflectional ex-

yestigated retrieval q_uality in very controlled Scen_arbansion, and then running the queries through a re-
ios under the question answering tgsk. At a firstiayal engine.

glance, document and passage retrieval is reason, oger to improve overall question answering
gble when considering th_e fact thgt Its perform_"’mcﬁerformanceadditional documents andetterdoc-

is often aboves0% for this stage in the question ;;ants need to be retrieved. More explicitly, infor-

answering process. However, most often, perforr'nation retrieval needs to: a) generate query types

mance is measured in terms of the presence of gl qiery content that is designed to be successful
* work done at Carnegie Mellon (high precision) for individual questions and b) en-

Document retrieval is a critical component
of question answering (QA), yet little work
has been done towards statistical modeling
of queries and towards automatic generation
of high quality query content for QA. This
paper introduces a new, cluster-based query
expansion method that learns queries known
to be successful when applied to similar
guestions. We show that cluster-based ex-
pansion improves the retrieval performance
of a statistical question answering system
when used in addition to existing query ex-
pansion methods. This paper presents exper-
iments with several feature selection meth-
ods used individually and in combination.
We show that documents retrieved using the
cluster-based approach are inherently differ-
ent than documents retrieved using existing
methods and provide a higher data diversity
to answers extractors.
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sure that the documents retrieved by the new queriéisnal variants. On a particular question answering
are different than the documents retrieved using corcontrolled dataset, results show that expansion us-
ventional methods. By improving retrieval alonging inflectional variants produces higher recall than
these dimensions, we provide QA systems with adstemming.
ditional new documents, increasing the diversity and Recently (Riezler et al., 2007) used statistical ma-
the likelihood of extracting correct answers. In thishine translation for query expansion and took a step
paper, we present a cluster-based method for edowards bridging the lexical gap between questions
panding queries with new content learned from thand answers. In (Terra et al., 2005) query expansion
process of answering similar questions. The new studied using lexical affinities with different query
queries are very different from existing content sincéormulation strategies for passage retrieval. When
they are not based on the question being answeresaluated on TREC datasets, the affinity replace-
but on content learned from other questions. ment method obtained significant improvements in
precision, but did not outperform other methods in
11 Related Work terms of recall.
Experiments using the CMU Javelin (Collins-
Thompson et al., 2004) and Waterloo's MultiText2 Cluster-Based Retrieval for QA
(Clarke et al., 2002) question answering systems
corroborate the expected direct correlation betwedh order to explore retrieval under question answer-
improved document retrieval performance and QANg, we employ a statistical system (SQA) that
accuracy across systems. Effectiveness of the rachieves good factoid performance on the TREC
trieval component was measured usipgstion cov- QA task: for~ 50% of the questions a correct an-
erage— number of questions with at least one releswer is in the top highest confidence answer. Rather
vant document retrieved — amdean average preci- than manually defining a complete answering strat-
sion Results suggest that retrieval methods adapt&gy — the type of question, the queries to be run, the
for question answering which include question ana@nswer extraction, and the answer merging meth-
ysis performed better than ad-hoc IR methods whiceds — for each type of question, SQA learns dif-
supports previous findings (Monz, 2003). ferent strategies for different types of similar ques-
In question answering, queries are often ambigufions SQA takes advantage of similarity in training
ous since they are directly derived from the quesata (questions and answers from past TREC evalua-
tion keywords. Such query ambiguity has been adions), and performs question clustering. Two meth-
dressed in previous research (Raghavan and Alla@ds are employed constraint-based clustering and
2002) by extracting part of speech patterns and cofeM with similar performance. The features used
structing clarification queries. Patterns are mappddy SQA clustering are surface-form n-grams as well
into manually generated clarification questions and@s part of speech n-grams extracted from questions.
presented to the user. The results usingdiagity However, any clustering method can be employed in
(Croft et al., 2001) statistical measure suggest th&@njunction with the methods presented in this pa-
guery ambiguity is often reduced by using clarificaPe€r.
tion queries which produce a focused set of docu- The questions in each cluster are similar in some
ments. respect (i.e. surface form and syntax), SQA uses
Another research direction that tailors the IR comthem to learn a complete answering strategy. For
ponent to question answering systems focuses @ach cluster of training questions, SQA learns an an-
query formulation and query expansion (Woods eswering strategy. New questions may fall in more
al., 2001). Taxonomic conceptual indexing systerthan one cluster, so multiple answering strategies at-
based on morphological, syntactic, and semanti€empt simultaneously to answer it.
features can be used to expand queries with inflectedIn this paper we do not cover a particular ques-
forms, hypernyms, and semantically related termsion answering system such as SQA and we do not
In subsequent research (Bilotti et al., 2004), stemexamine the whole QA process. We instead focus
ming is compared to query expansion using inflecan improving retrieval performance using a set of
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similar questions. The methods presented here canThe central idea is to cluster available training
generalize when similar training questions are availguestions and their known correct answers in or-
able. Since in our experiments we employ a clusteder to exploit the commonalities in the retrieval pro-
based QA system, we use individual clusters of simeess. From each cluster of similar questions we
lar questions as local training data for learning bettdearn a differentsharedquery content that is used
queries. in retrieving relevant documents - documents that
contain correct answers. This method leverages
the fact that answers to similar questions tend to
Most existing question answering systems use IR ishare contextual features that can be used to enhance
a simple, straight-forward fashion: query terms arkeyword-based queries. Experiments with question
extracted online from the test question and used nswering data show that our expanded queries in-
construct basic queries. These queries are then etude a different type of content compared to and
panded from the original keyword set using statistiin addition to existing methods. These queries have
cal methods, semantic, and morphological procestaining question clusters as a source for expansion
ing. Using these enhanced queries, documents (@ther than an individual test question. We show that
passages) are retrieved and the fgpare further CBQE is conducive to the retrieval of relevant doc-
processed. This approach describes the traditionainents differentthan the documents that can be re-
IR task and does not take advantage of specific coirieved using existing methods.
straints, requirements, and rich context available in We take advantage of the fact that for similar
the QA process. Pseudo-relevance feedback is oftéraining questions, good IR queries are likely to
used in question answering in order to improve thehare structure and content features. Such features
chances of retrieving relevant documents. In webzan be learned from training data and can then be
based QA, often systems rely on retrieval engineapplied to new similar questions. Note that some of
to perform the keyword expansion. Some questiothese features cannot be generated through simple
answering systems associate additional predefingdiery expansion, which does not takes advantage of
structure or content based on the question classifuccessful queries for training questions. Features
cation. However, there this query enhancement prdkat generate the best performing queries across an
cess is static and does not use the training data aedtire cluster are then included in a cluster-specific
the question answering context differently for indifeature set, which we will refer to as tlggiery con-
vidual questions. tent model

Typical question answering queries used in docu- While pseudo-relevance feedback is performed
ment or passage retrieval are constructed using mam-line for each test question, cluster-based rel-
phological and semantic variations of the contergvance feedback is performed across all training
words in the question. However, these expandeglestions in each individual cluster. Relevance feed-
gueries do not benefit from the underlying structuréack is possible for training data, since correct an-
of the question, nor do they benefit from availableswers are already known and therefore document
training data, which provides similar questions thatelevance can be automatically and accurately as-
we already know how to answer. sessed.

_ o _ Algorithm 1 shows how to learn a query content

2.2 Expansion Based on Similar Questions model for each individual cluster, in particular: how
We introduce cluster-based query expansioto generate queries enhanced with cluster-specific
(CBQE), a new task-oriented method for query exeontent, how to select the best performing queries,
pansion that is complementary to existing strategiesnd how to construct the query content model to be
and that leads tdifferentdocuments which contain used on-line.
correct answers. Our approach goes beyond singlelnitially, simple keyword-based queries are for-
guestion-based methods and takes advantage rofilated using words and phrases extracted directly
high-level correlations that appear in the retrievalrom thefree question keywords that do not appear
process for similar questions. in the cluster definition. The keyword queries are

2.1 Expansion Using Individual Questions
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Algorithm 1 Cluster-based relevance feedback algorithm foqueries, likely to retrieve documents with correct an-
retrieval in question answering swers and appropriate contexts. The goal is to add
1: extract keywords from training questions in a cluster antguery_ (:_O”tent th_at Increases ret_”eval performance
build keyword-based queries; apply traditional query ex-On training questions. Towards this end, we evaluate

pansion methods the discriminative power of features (n-grams and
2: for all keyword-based quengo e
3 retrieve an initial set of documents paraphrases), and select the ones positively corre-
4: end for lated with relevant documents and negatively corre-
5: classify documents into relevant and non-relevant lated with non-relevant documents. The goal of this
6: select topk most discriminative features (e.g. n-grams, . . o .

paraphrases) from retrieved documents (across all trainifPProach is to retrieve documents containing simple,

questions). high precision answer extraction patterns. Features
7: use the topk selected features to enhance keyword-based

gueries — adding one feature at a tickenew queries) Cluster: When didX start working forY?
8: for all enhanced queriefo - :

: . imple Queries Query Content Model

9: retrieve a second set of documents ~Comedy i
10: end for ’ J

11: classify documents into relevant and non-relevant based
12: score enhanced queries according to relevant document
density

13: include in thequery content moddhe toph features whose
corresponding enhanced queries performed best across all
training questions in the cluster — up 26 queries in our
implementation

S
X, Y
X, Y, start, working | “X started working forY”
X, Y, “start working” | “X was hired byy”
X, Y, working “Y hired X"

X,Y, “job interview”

Table 1:Sample cluster-based expansion features

that best discriminate passages containing correct
answers from those that do not, are selected as
then subjected to frequently used forms of query exeotential candidates for enhancing keyword-based
pansion such as inflectional variant expansion an@ueries. For each question-answer pair, we gener-
semantic expansion (tabl@?). Further process- ate enhanced queries by individually adding selected
ing depends on the available and desired procegéatures (e.g. Table 1) to simple queries. The result-
ing tools and may generate variations of the origiing queries are subsequently run through a retrieval
nal queries: morphological analysis, part of speec@ngine and scored using the measure of choice (e.g.
tagging, syntactic parsing. Synonym and hypernyr@verage precision). The content features used to
expansion and corpus-based techniques can be eganstruct the toph features and corresponding en-
ployed as part of the query expansion process, whidinced queries are included in theery content
has been extensively studied (Bilotti et al., 2004). model

The cluster-based query expansion has the advan-The query content modek a collection of fea-
tage of being orthogonal to traditional query expantures used to enhance the content of queries which
sion and can be used in addition to pseudo-relevanége successful across a range of similar questions
feedback. CBQE is based on context shared by sififable 1). The collection isluster specifi@and not
ilar training questions in each cluster, rather than ofluestion specific i.e. features are derived from
individual question keywords. Since cluster-basetfaining data and enhanced queries are scored us-
expansion relies on different features compared g training question answer pairs. Building a query
traditional expansion, it leads to new relevant doccontent model does not preclude traditional query

uments, different from the ones retrieved using théxpansion. Through the query content model we al-

existing expansion techniques. low shared context to play a more significant role in
query generation.

3 TheQuery Content Model

. _ _ 4 Experiments With Cluster-Based
Simple queries are run through a retrieval engine in Retrieval

order to produce a set of potentially relevant docu-
ments. While this step may produce relevant dodAe tested the performance of cluster-based con-
uments, we would like to construct more focusedent enhanced queries and compared it to the per-
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formance of simple keyword-based queries and tare constructed by simply using a bag-of-words ap-
the performance of queries expanded through syproach on the question keywords. These queries
onyms and inflectional variants. We also experimerdre run through the retrieval engine, each generating
with several feature selection methods for identify100 documents. The second set of queries builds on
ing content features conducive to successful queriethe first set, expanding them using synonyms. Each
These experiments were performed with a webword and potential phrase is expanded using syn-
based QA system which uses the Google API foonyms extracted from WordNet synsets. For each
document retrieval and a constraint-based approaelnhanced query generatet)0 documents are re-
for question clustering. Using this system wedrieved. To construct the third set of queries, we ex-
retrieved ~300,000 and built a document set of pand the queries in the first two sets using inflec-
~10GB. For each new question, we identify train-tional variants of all the content words (e.g. verb
ing questions that share a minimum surface struconjugations and noun pluralization (Bilotti et al.,
ture (e.g. a size 3 skip-ngram in common) whict2004)). For each of these queries we also retrieve
we consider to be the prototype of a loose clustet00 documents.
Each cluster represents a different, implicit notion of When text corpora are indexed without using
guestion similarity based on the set of training quesstemming, simple queries are expanded to include
tions it covers. Therefore different clusters lead tenorphological variations of keywords to improve re-
different retrieval strategies. These retrieval expertrieval and extraction performance. Inflectional vari-
ments are restricted to using only clusters of size 4 @nts include different pluralizations for nouns (e.g.
higher to ensure sufficient training data for learningeport, report$ and different conjugations for verbs
qgueries from individual clusters. All experiments(e.g.imagine, imagines, imagined, imaginjdJn-
were performed using leave-one-out cross validader local corpus retrieval inflectional expansion by-
tion. passes the unrelated term conflation problem that
For evaluating the entire statistical question anstemmers tend to have, but at the same time, recall
swering system, we used all questions from TREC8night be lowered if not all related words with the
12. One of the well-known problems in QA consistssame root are considered. For a web-based question
of questions having several unknown correct amanswering system, the type of retrieval depends on
swers with multiple answer forms — different waysthe search-engine assumptions, permissible query
of expressing the same answer. Since we are linstructure, query size limitation, and search engine
ited to a set of answer keys, we avoid the this prothandwidth (allowable volume of queries per time).
lem by using all temporal questions from this dataséBy using inflectional expansion with queries that tar-
for evaluating individual stages in the QA procesget web search engines, the redundancy for support-
(i.e. retrieval) and for comparing different expan-ing different word variants is higher, and has the
sion methods. These questions have the advantggetential to increase answer extraction performance.
of having a more restrictive set of possible answedfinally, in addition to the previous expansion meth-
surface forms, which lead to a more accurate meads, we employ our cluster-based query expansion
sure of retrieval performance. At the same time thesnethod. These queries incorporate the top most
cover both more difficult questions such a&'lien discriminative ngrams and paraphrases (section 4.1)
was General Manuel Noriega ousted as the leaddearned from the training questions covered by the
of Panama and turned over to U.S. authorities? same cluster. Instead of further building an expan-
as well as simpler questions such a&/Hat year sion using the original question keywords, we ex-
did Montana become a state?We employed this pand using contextual features that co-occur with
dataset for an in-depth analysis of retrieval perforanswers in free text. For all the training ques-
mance. tions in a cluster, we gather statistics about the co-
We generated four sets of queries and we teste@atcurrence of answers and potentially beneficial fea-
their performance. We are interested in observures. These statistics are then used to select the best
ing to what extent different methods produce addifeatures and apply them to new questions whose an-
tional relevant documents. The initial set of querieswers are unknown. Figure 1 shows that approx-
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1 - ‘ ‘ ; cluster-based query expansion has the potential to
provide answer extraction with richer and more var-

= 08 B ied sources of correct answers fiY% of the ques-
S A tions.
? 06}/ -
o) j
3 f e e et new relevant documents
= saf simple 4.43 100%
5 Cluster Expansion _synonyms 1.48 33.4%
B . : inflect 2.37 53.43%
@ 02 f ——— Inflectional Expansion || cluster 1.05 23.65%
Synonym Expansion all 9.33 210.45%
0 - ‘ ‘ - all - synonyms| 7.88 177.69%
0 20 40 80 80 100 all - inflect 6.99 157.69%
#docs retrieved all-cluster | 8.28 186.80%

Figure 1:Cumulative effect of expansion methods Table 2: Keyword-based (simple’), synonym, inflectional
variant, and cluster-based expansion. Average number of new

] ] ) _ relevant documents across instances at 20 documents retrieved.
imately 90% of the questiongonsistently benefit

from cluster-based query expansion when compared
to approximately75% of the questions when em-  Although expansion methods generate additional
ploying the other methods combined. Each questioflevant documents that simpler methods cannot ob-
can be found in multiple clusters of different resotain, an important metric to consider is the den-
lution. Since different clusters may lead to differ-sity of these new relevant documents. We are in-
ent selected features, questions benefit from multierested in the number/percentage of new relevant
ple strategies and even though one cluster-specifiiocuments that expansion methods contribute with.
strategy cannot produce relevant documents, othgable 2 shows at retrieval level of twenty docu-
cluster-specific strategies may be able to. ments how different query generation methods per-
The cluster-based expansion method can generaég@m. We consider keyword based methods to be the
a large number of contextual features. When conmbaseline and add synonym expanded queries ('syn-
paring feature selection methods, we only select thenym’), inflectional variants expanded queries ('in-
top 10 features from each method and use them tflect’) which build upon the previous two types of
enhance existing question-based queries. Furthefueries, and finally the cluster enhanced queries
more, in order to retrieve, process, extract, and sco(&luster’) which contain features learned from train-
a manageable number of documents, we limited thag data. We see that inflectional variants have
retrieval to10 documents for each query. In Fig-the most impact on the number of new documents
ure 1 we observe that even as the other methodslded, although synonym expansion and cluster-
retrieve more documentsy 90% of the questions based expansion also contribute significantly.
still benefit from the cluster-based method. In other
words, the cluster-based method generates querfed Feature Selection for CBQE
using a different type of content and in turn, thes€ontent features are learned from the training data
queries retrieve a different set documents than th#ased on observing their co-occurrences with cor-
other methods. This observation is true even if weect answers. In order to find the most appropri-
continue to retrieve up t@00 documents for sim- ate content features to enhance our cluster-specific
ple queries, synonym-expanded queries, and inflequeries, we have experimented with several feature
tional variants-expanded queries. selection methods (Yang and Pederson, 1997): in-
This result is very encouraging since it suggestrmation gain, chi-square, and scaled chi-square
that the answer extraction components of quegphi). Information gain (IG) measures the reduction
tion answering systems are exposed to a differeim entropy for the pre presence/absence of an answer
type of relevant documents, previously inaccessiblie relevant passages, given an n-gram feature. Chi-
to them. Through these new relevant documentsguare {?) is a non-parametric measure of associa-
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tion that quantifies the passage-level association bigself to be a good basis for utility-based models
tween n-gram features and correct answers. and planning (Hiyakumoto et al., 2005). We in-
Given any of the above methods, individual n-
gram scores are combined at the cluster level by av- 07
eraging over individual questions in the cluster. In
figure 2 we compare these feature selection meth-
ods on our dataset. The selected features are used to
enhance queries and retrieve additional documents.
We measure the fraction of question instances for
which enhanced queries obtain at least one new rel-
evant document. The comparison is made with the | | | |
document set generated by keyword-based queries, 02 atos selection sore (rains 07
synonym expansion, and inflectional variant expan-
sion. We also include in our comparison the com- Figure 3:Average precision of cluster enhanced queries
bination of all feature selection methods (AIl’). In
vestigate to what extent the scores of the selected
features are meaningful and correlate with actual re-
trieval performance on test data by measuring the
average precision of these queries at different num-
ber of documents retrieved. Figure 3 shows preci-

Cluster Enhanced Queries

Precisionat 1

|| —+ Precisionat 5

\

©— Precision at 10 / A
A - ©

average precision (retrieval)

Instances With Additional Relevant Documents
0.75 ! . . .

o
3

o
2}
a

8 J
é oAl sion at one, five, and ten documents retrieved. We
5 o6 ——Prec | 1 observe that feature scores correlate well with ac-
EOSS . tual retrieval performance, a result confirmed by all
' ——chi2 three retrieval levels, suggesting that useful features
05 ~ = = = - learned. The average precision also increases with
#docs retrieved more documents retrieved, which is a desirable qual-

_ ity in question answering.
Figure 2:Selection methods for cluster-based expansion
4.2 Qualitative Results

this experiment, average precision on training dat@he cluster-based relevance feedback process can be
proves to be the best predictor of additional relevanised to discover several artifacts useful in question
documents~71% of the test questions benefit fromanswering. For several of the clusters, we observe
queries based on average precision feature selectiohat the feature selection process consistently and
However, the other feature selection methods alsgith high confidence selected features suchnasit
obtain a high performance, benefitings8% of the NP1 has one meanifigvhere N P1 is the first noun
test question instances. phrase in the question. The goal is to add such fea-
Since these feature selection methods have diffetures to the keyword-based queries to retrieve high
ent biases, we expect to observe a boost in perfgorecision documents. Note that our exampli& 1
mance {3%) from merging their feature sets (Fig- would be different for different test questions.
ure 2). In this case there is a trade-off between The indirect reason for selecting such features is
a 2% boost in performance and an almost doublé fact the discovery cduthorities websites that fol-
set of features and enhanced queries. This transw a particular format and which have a particular
lates into more queries and more documents to ligpe of information, relevant to a cluster. In the ex-
processed. Although it is not the focus of this reample above, the websitemswers.conand word-
search, we note that a clever implementation couldet.princeton.edwconsistently included answers to
incrementally add features from the next best seleclusters relevant to a person’s biography. Simi-
tion method only after the existing queries and dodarly, wikipedia.orgoften provides answers to def-
uments have been processed. This approach lerid&ional questions (e.g.What is uzo?. By includ-
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ing non-intuitive phrases, the expansion ensures thiat terms of query structure and expressivity. The
the query will retrieve documents from a particularcluster-based method can be extended to take advan-
authoritative source — during feature selection, thesage of structure in addition to content. More specif-
authorities supplied high precision documents for alcally, different query structures could benefit differ-
training questions in a particular cluster, hence feant types of questions. However, learning structure

tures specific to these sources were identified. might require more training questions for each clus-

Q: When did Bob Marley diefA: answers.com] ter. Further research can also be done to improve

The noun Bob Marley has one meaning: the methods of combining learned content into more

Jamaican singer who popularized reggae (1945-81) robust and generalizable queries. Finally we are in-
Born: 6 February 1945 d difvi | b q . f
Birthplace: ~ St. Ann's Parish, Jamaica terested modifying our c_uster-_ ased expansion for
Died: 11 May 1981 (cancer) the purpose of automatically identifying authority
Songs: Get Up, Stand Up, Redemption Song ... soyrces for different types of questions.

In this example, profiles for many entities men-

tioned in a question cluster were found on sever
: . . . eferences
authoritywebsites. Due to unlikely expansions suc
as ‘noun Bob Mar|ey has one mean‘i’ntme entity M. W. Bilotti, B. Katz, and J. Lin. 2004. What works
“Bob Marley”, the answer to the questioWhen bet_ter for question answering: Stemming or morpho-
did Bob Marley die? can easily be found. In fact, 003 dUery expansion? iR4QA, SIGIR Workshop
this observation has the potential to lead to a clustef- Clarke, G. Cormack, G. Kemkes, M. Laszlo, T. Ly-
based authority discovery method, in which certain nam, E. Terra, and P. Tilker. 2002. Statistical selection
. R of exact answers.
sources are given more credibility and are used more
frequently than others. For example, by observin§f- Collins-Thompson, E. Terra, J. Callan, and C. Clarke.
that for most questions in a cluster, thikipediasite ~ 2004- The effect of document retrieval quality on fac-
T toid question-answering performance.

covers at least one correct answer (ideally that can
actually be extracted), then it should be considere@-B. Croft, S. Cronen-Townsend, and V. Lavrenko.

: 001. Relevance feedback and personalization: A lan-
(accessed) for test questions before other sources Oéuage modeling perspective. DELOS-NSF Work-

documents. Through this process, given a set of shop on Personalization and Recommender Systems in
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