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Abstract

A pair of sentences in different newspaper
articles on an event can have one of sev-
eral relations. Of these, we have focused on
two, i.e., equivalence and transition. Equiv-
alence is the relation between two sentences
that have the same information on an event.
Transition is the relation between two sen-
tences that have the same information except
for values of numeric attributes. We pro-
pose methods of identifying these relations.
We first split a dataset consisting of pairs
of sentences into clusters according to their
similarities, and then construct a classifier
for each cluster to identify equivalence re-
lations. We also adopt a “coarse-to-fine” ap-
proach. We further propose using the identi-
fied equivalence relations to address the task
of identifying transition relations.

Introduction

{takamura,oku} @pi.titech.ac.jp

Inspired by RST, Radev (2000) proposed the
cross-document structure theory (CST) for multi-
document analysis, such as multi-document summa-
rization, and topic detection and tracking. CST takes
the structure of a set of related documents into ac-
count. Radev defined relations that hold between
sentences across the documents on an event (e.g., an
earthquake or a traffic accident).

Radev presented a taxonomy of cross-document
relations, consisting of 24 types. In Japanese, Etoh
et al. (2005) redefined 14 CST types based on
Radev’s taxonomy. For example, a pair of sentences
with an “equivalence relation” (EQ) has the same
information on an eventEQ can be considered to
correspond to the identity and equivalence relations
in Radev’s taxonomy. A sentence pair with a “tran-
sition relation” (TR) contains the same numeric at-
tributes with different values. TR roughly corre-
sponds to the follow-up and fulfilment relations in
Radev’s taxonomy. We will provide examples of
CST relations:

1. ABC telephone company announced on the 9th

A document generally consists of semantic units
called sentences and various relations hold between
them. The analysis of the structure of a document by
identifying the relations between sentences is called
discourse analysis.

The discourse structure of one document has
been the target of the traditional discourse anal-
ysis (Marcu, 2000; Marcu and Echihabi, 2002;
Yokoyama et al., 2003), based on rhetorical struc-
ture theory (RST) (Mann and Thompson, 1987).
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that the number of users of its mobile-phone
service had reached one million. Users can ac-
cess the Internet, reserve train tickets, as well
as make phone calls through this service.

ABC said on the 18th that the number of
users of its mobile-phone service had reached
1,500,000. This service includes Internet ac-
cess, and enables train-ticket reservations and
telephone calls.

The pair of the first sentence in 1 and the first sen-
tence in 2 is inTR, because the number of users



haschanged from one million to 1.5 millions, while sentence pairs, most of which have no relation at all.
other things remain unchanged. The pair of the sec- o .
ond sentence in 1 and the second sentence in 23s ldentification of EQ pairs

in EQ, because these two sentences have the SaMfis section explains a method of identifyifEQ
information. . pairs. We regarded the identification of a CST re-
Identification of CST relations has attracted MOrgation as a standard binary classification task. Given
attention since the study of multi-document disy pair of sentences that are from two different but
course emerged. Identified CST types are helpfybjated documents, we determine whether the pair
in various applications such as multi-document sumyg in EQ or not. We use Support Vector Machines
marization and information extraction. For example(SVMs) (Vapnik, 1998) as a supervised classifier.
EQis useful for detecting and eliminating redundanpiease note that one instance consists of a pair of two
information in multi-document summarizatiofR  sentences. Therefore, a similarity value between two

can be used to visualize time-series trends. sentences is only given to one instance, not two.
We focus on the two relationsQ and TR in the

Japanese CST taxonomy, and present methods A Clusterwise Classification

their identification. For the identification (EQ A|th0ugh some pairs |EQ have quite h|gh similar-
pairs, we first split a dataset consisting of sentenggy values, others do not. Simultaneously using both
pairs into clusters according to their similarities, angf these two types of pairs for training will adversely
then construct a classifier for each cluster. In addhffect the accuracy of classification. Therefore’ we
tion, we adopt a coarse-to-fine approach, in which gropose splitting the dataset first according to sim-
more general (coarse) class is first identified befoligyrities of pairs, and then constructing a classifier
the target fine class (BQFor the identification oTR  for each cluster (sub-dataset). We call this method
pairs, we usevariable noun phrases (VNPs), whichc|ysterwise classification

are defined as noun phrases representing a variabley/e yse the following similarity in the cosine mea-

with a number as its value (e.g., stock prices, angre between two sentences, (ss):

population). cos(s1, 82) = u1 - uz/|us||uzl, 1)

2 Related Work whereu; anduy denote the frequency vectors of

content words (nouns, verbs, adjectives) for respec-

Hatzivassiloglou et al. (1999; 2001) proposed @ve s; ands,. The distribution of the sentence pairs

method based on supervised machine learning &zcording to the cosine measure is summarized in

identify whether two paragraphs contain similar inTable 1. From the table, we can see a large dif-

formation. However, we found it was difficult to ference in distributions dEQ and no-relation pairs.

accurately identifyfEQ pairs between two sentencesThis difference suggests that the clusterwise classi-

simply by using similarities as features. Zhang efication approach is reasonable.

al. (2003) presented a method of classifying CST We split the dataset into three clusterkigh-

relations between sentence pairs. However, thedimilarity cluster, intermediate-similarity cluster

method used the same features for every type ahd low-similarity cluster. Intuitively, we ex-

CST, resulting in low recall and precision. We thupected that a pair in the high-similarity cluster

select better features for each CST type, and for eagibuld have many common bigrams, that a pair in

cluster ofEQ. the intermediate-similarity cluster would have many
The EQidentification task is apparently related tocommon unigrams but few common bigrams, and

Textual Entailment task (Dagan et al., 2005). Entailthat a pair in the low-similarity cluster would have

ment is asymmetrical whil&Q is symmetrical, in few common unigrams or bigrams.

the sense that if a sentence entails and is entailed by o

another sentence, then this sentence pair Bgn 32 Two-Stage Identification Method

However in theEQ identification, we usually need The number of sentence pairs IBQ in the

to find EQ pairs from an extremely biased dataset oiintermediate- or low-similarity clusters is much
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Table 1: The distribution of sentence pairs according to the cosine me&#Drimdicates pairs with no
relation. The pairs with other relations are not on the table due to the space limitation)

cos (0.0,0.1] (0.1,0.2] (0.2,0.3] (0.3,0.4] (0.4,0.5] (0.5,0.6] (0.6,0.7] (0.7,0.8] (0.8,0.9] (0.9, 1.0]
EQ 12 13 21 25 37 61 73 61 69 426
summary 5 5 25 19 22 13 16 6 6 0
refinement 3 4 15 11 12 15 6 6 3 2
NO 194938 162221 68283 28152 11306 4214 1379 460 178 455
to 1.0 are discretized and representet_j by 10 binary
— Vo “"‘”“"C"W' W°“‘S-’\ features (e.g., a feature value of 0.65 is transformed
e into the vector 0000001000). Let us first explain ba-
Fa ~a sic features used in all clusters. We will then explain
other features that are specific to a cluster.
1 1
3.3.1 Basic features
“ ‘. \ . . . . . . . .
1. Cosine similarity measures: We use unigram, bi-
relation relation

EQ classifier

gram, trigrampunsetsu-churiksimilarities at all the
sentence levels, and unigram similarities at the para-
graph and the document levels. These similarities
are calculated by replacing andus in Eq. (1) with

Figurel: Method of identifyingeQ pairs the frequency vectors of each sentence level.

2. Normalized lengths of sentences: Given an in-

smaller than the total number of sentence pairs glance of sentence paif ands;, we can define fea-
shown in Table 1. These two clusters also contaify'€SnormL(s1) andnormL(sz), which represent
many pairs that belong to a “summary” and a “re_(normallzed) lengths of sentences, as:

finement” relation, which are very much akinEe). normL(s) = len(s)/EventMax(s), )

This may cause diﬁigulties in identifyingQ pairs. where len(s) is the number of characters in
We gave a ge:lerlc nam”GEN(%en?ral)'EQ,: o g, EventMazx(s) IS MaxXy cepent(s) len(s'), where
the union ofEQ, “summary”, and “refinement” re- . .., () is the set of sentences in the event that

lations. ~ For pairs in the intermediate- or 10W-;, (o) describes.doc(s) is the document contain-
similarity clusters, we propose a two-stage methoggg s

using GEN-EQon the basis of the above observa-

tions, which first identifieSEN-EQpairs between 3. Difference in publication dates: Thls'fea.ture de-
sentences, and then identifieg pairs fromGEN- pends on the interval between the publication dates

EQ pairs. of doc(s1) anddoc(sz) and is defined as:

This two-stage method can be regarded as a
coarse-to-fine approach (Vanderburg and Rosenfeld, DateDif f(s1,s2) =1 —
1977; Rosenfeld and Vanderbrug, 1977), which first
identifies a coarse class and then finds the target finehere Date(s) is the publication date of an arti-
class. We used the coarse-to-fine approach on topdé containings, and EventSpan(s1, s2) is the time
the clusterwise classification method as in Fig. 1. span of the event, i.e., the difference between the

There are by far lesBQ pairs than pairs without publication dates for the first and the last articles that
relation. This coarse-to-fine approach will reducare on the same event. For exampleddt(s;) is
this bias, sinc€&SEN-EQpairs outnumbeEQ pairs.  published on 1/15/99 andoc(s2) on 1/17/99, and

if the time span of the event ranges from 1/1/99 to

3.3 Features for identifying EQ pairs 1/21/99, then the feature value is 1-2/20 = 0.9.

lnStanceS (i.e., pairs of _Sentences) are r_epresente 8SBynsetsu-chunkare Japanese phrasal units usually con-
binary vectors. Numeric features ranging from 0.@isting of a pair of a noun phrase and a case marker.

|Date(s1) — Date(s2)|
EventSpan(si, s2)

)
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4. Positions of sentences in documents (Edmund-

son, 1969): This feature is defined as N (orosm) — 1 FraW(s1) — fraW (ss)]

Posit(s) = lenBef(s)/len(doc(s)), (4) max(frqW(s1), frqW (sz))

, (9

wherelenBef(s) is the number of characters be- where frqW(s) indicates the number of words in
fore s in the document, antkn(doc(s)) is the total s. Similarly, NumP(s1, s2) is obtained by replac-
number of characters ioc(s). ing frqW in Eq. (5) with frqP, where frqP(s)

5. Semantic similarities: This feature is measured bg;dlcates the number of phrasessin

Eq. (1) withu; andus being the frequency vectors 2. Head verb: There are three features of this kind.
of semantic classes of nouns, verbs, and adjectiveshe first indicates whether the two sentences have
We used the semantic classes in a Japanese thesaifi@ssame head verb or not. The second indicates
called ‘Goi-taikei’ (Ikehara et al., 1997). whether the two sentences have a semantically sim-

6. Conjunction (Yokoyama et al., 2003): Each of 55'>Iar head verp or not. . If the two verbs have the
ame semantic class in a thesaurus, they are re-

conjunctions corresponds to one feature. If a cort ) . _ :
arded as being semantically similar. The last in-

junction appears at the beginning of the sentencg,
the feature value is 1. otherwise O. Icates whether both sentences have a verb or not.

. The head verbs are extracted using rules proposed
7. Expressions at the end of sentences: Yokoya% Hatayama (2001).

etal. (.2003) (_:reated rules that _map sentence endmg.s Salient words: This feature indicates whether the
to their functions. Each function corresponds to a

. . salient words of the two sentences are the same or

feature. If a function appears in the sentence, the . . .
. . not. We approximate the salient word with tha-

value of the feature for the function is 1, otherwise 0. .

. . or thewa-case word that appears first.

Functions of sentence endings are past, present, as- _ _ .

sertion, existence, conjecture, interrogation, judgét: Numeric expressions a_nd units (Nanba et al.,

ment, possibility, reason, request, description, dutﬁ005): The first feature indicates whether the two

opinion, continuation, causation, hearsay, and modeentences share a numeric expression or not. The

. . ._second feature is similarly defined for numeric units.
8. Named entity: This feature represents sim-

ilarities measured through named entities in thg Experiments on identifying EQ pairs
sentences. Its value is measured by Eq. (1) o

with u; andus being the frequency vectors of theWe used the Text Summarization Challenge (TSC) 2
named entities. We used the named-entity chund 3 corpora (Okumura et al., 2003) and the Work-
ker baf. The types of named entities are ARTI-Shop onMultimodal Summarization for Trend Infor-
FACTODATEORGANIZATIONOMONEYOLO- Mation (Must) corpus (Kato et al., 2005). These two

CATIONO TIMEO PERCENTO and PERSON. corpora contained 115 sets of related news articles

9. Types of named entities with particle: This fea-(lo documents per set on average) on various events.

A document contained 9.9 sentences on average.
ture represents the occurrence of types of named en- ;
" . . toh et al. (2005) annotated these two corpora with
tities accompanied by a case marker (particle).

used 11 different case markers ST types. There were 471,586 pairs of sentences
' and 798 pairs of these hdeQ. We conducted the
3.3.2 Additional features to identify fine class ~ €xperiments with 10-fold cross-validation (i.e., ap-
. . " ._proximately 425,000 pairs on average, out of which
We will next explain additional features used in . . . .
identifying EQ pairs fromGEN-EQpairs approximately 700 pairs are BQ, are in the train-
gERP pairs. ing dataset for each fold). The average, maximum,
1. Numbers of words (morphemes) and phrasegind minimum lengths of the sentences in the whole
bers of words and bunsetsu-chunks in the two sefgcall, and F-measure as evaluation measures. We
tences. This feature is defined as: used a Japanese morphological analyzer Cha®en

2http://chasen.naist.jp/"masayu-a/p/bar/ 3http://chasen.naist.jp/hiki/Chasen/
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Table 2: Average, max, min lengths of the sentenceRble 3: Ineffective feature types for each threshold

threshold ineffective features

n the dataset 0.90 article,bunsetsu-chunk similarity, semantic similari
. p ty ty
average max min 0.89 semanticsimilarity, expression at end of sentences,
. bigram similarity, particle
# of words 33.27 458 1 088 bigram similarity
H# Of character< 111.22 1107 2 difference in publication dates, similarity between documents,
4 . expression at end of sentences, number of tokens,
0.87 bigram similarity , similarity between paragraphs,
positionsof sentences, particle
0.86 particle,similarity between documentBigram similarity

extract parts-of-speech. and a dependency analyzer
CaboChé4to extract bunsetsu-chunks.

Table 4. F-measure calculated by cross-validation
4.1 Estimation of threshold within the training data for each threshold in

We split the set of sentence pairs into clusters acintermediate-similarity cluster”

threshold | precision recall F-measure

cording to their similarities in identifyingeQ pairs 0.60 4971 1495  22.99
H H H H 0.59 52.92 15.05 23.44

as explained. We used 10-fold cross validation again oo er
within the training data(i.e., the approximately 057 5281 1693 2564
. o . 0.56 49.15 14.45 22.34

425,000 pairs above are split into a temporary train- 055 5151 1484 2304
i i 0.54 51.89 15.21 23.52
ing dataset and a temporary test dataset 10 times) to s oo

estimate the threshold to split the set, to select the
best feature set, and to determine the degree of the
polyn_omial kernel function and thg yalu_e for soft-  Ag an example, we show the table of obtained
margin paramete’ in SVMs. No training instances jneffective feature types for one fold of cross-
are used in the estimation of these parameters.  \gjidation (Table 3). The threshold was set to 0.90

4.1.1 Threshold between high- and in this fold.
intermediate-similarity clusters 4.1.2 Threshold between intermediate- and
We will first explain how to estimate the threshold low-similarity clusters

between high- and intermediate-similarity clusters. \yie will next explain how to estimate the threshold
We expected that a pair in high-similarity clustetyetween intermediate- and low-similarity clusters.
would have many common bigrams, and that & pair There are numerous no-relation pairs in low-
in intermediate-similarity cluster would have Manysimilarity pairs. We expected that this imbalance
common unigrams but few common bigrams. Weyoyld adversely affect classification. We therefore
therefore assumed that bigram similarity would bgjmply attemted to exclude low-similarity pairs. We
ineffective in intermediate-similarity cluster. decreased the threshold by 0.01 from the threshold
We determined the threshold in the following waypetween high- and intermediate-similarity clusters.
for each fold of cross-validation. We decreased th@\je chose a value that yielded the best average F-
threshold by 0.01 from 1.0. We carried out 10-folqneasure calculated by the cross-validation within
cross-validation within the training data, excludingne training data. The average value of the thresh-

one of the 14 features (6 cosine similarities and othjjg was 0.57. Table 4 is an example of thresholds
basic features) for each value of the threshold. ¥nq F-measures for one fold.

the exclusion of a feature type deteriorates both av-
erage precision and recall obtained by the crosg-2 Results of identifyingEQ pairs
validation within the training data, we calliiieffec-
tlvg. Wg set thg thre_sh(_)ld to _the minimum value _fOBIe 5. We tested the following models:
which bigram similarity is not ineffective. We obtain - . .

... Bow-cos This s the simplest baseline we used. We represented
a threshold value for each fold of cross-validation,

Sentences with bag-of-words model. Instances with the cosine
The average value of threshold was 0.87. o "
similarity in Eqg. (1) larger than a threshold were classified as

“http://chasen.naist.jp/ taku/sotwe/cabocha/ EQ. The threshold that yielded the best F-measure in the test

The results ofEQ identification are shown in Ta-
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Table 5: Results of identifyin§Q pairs Table 7: Results with additional features

[ precision | recall | F-measure Resultsfor “high-§imilarity cluster”
Bow-cos [ 8729 | 5735| 69.22 _ precision | recall | F-measure

basicfeatures Clusteanse_ 94.23 96.83 95.51
Clusterwise 51,98 5540 5688 Non-clusterwise 95.70 96.76 96.23
Non-Clusterwise| 8610 | 59.49 | 7036 Clusterc2f 9423 | 96.83] 9551

ClusterC2E 94.96 62.27 75.02 Resultgor “intermediate-similarity cluster”
with additional features CIustenNisg 39.77 22.93 29.09
Clusterwise 5003 5974 5563 Non-clusterwise 55.61 26.81 36.18
Non-Clusterwise| 86.11 | 60.16 | 70.84 Clusterc2F 100.00 | 38.06 ] 5513

ClusterC2F 94.99 62.65 75.50

5 Identification of TR pairs
Table 6: Results with basic features

RESU'tstf;':Lgc';;isg:”afrigcg'lfste;’_measure We regarded the identification of the relations be-

Clusterwise | 9423 | 96.83 | 9551 tween sentences as binary classification, whether a
Non-clusterwise 95.51 96.29 95.90 H R e H

e e B B e pair of sentences is classified intdR or not. We

Resultsfor “intermediate-similarity cluster” used SVMs (Vapnlk, 1998)

Clusterwise 42.77 23.03 29.94 . .
Nom-clusierwise 5346 T 25313235 T_he sente_)nce. pairs ifiR have the same numeric

ClusterC2F | 100.00 | 36.29 | 53.25 attributes with different values, as mentioned in In-

troduction. Therefore, VNPs will be good clues for
the identification.

datawas chosen.

Non-Clusterwise: This is a supervised method without the5-l Extraction of VNPs

clusterwise approach. One classifier was constructed regangfe extract VNPSs in the following way.

less of the similarity of the instance. We used the second degrge  Search for noun phrases that have numeric ex-
polynomial kernel. Soft margin paramet€rwas setto 0.01.  pressions (we call themumeric phrases).

Clusterwise: This is a clusterwise method without the coarse2,  Search for the phrases that the numeric phrases
to-fine approach. The second degree polynomial kernel wagepend on (we call theredicate phrasés

used. Soft margin paramet€rwas set to 0.1 for high-similarity 3, Search for the noun phrases that depend on the
cluster and 0.01 for the other clusters. predicate phrases.

ClusterC2F: This is our model, which integrates clusterwise4, Extract the noun phrases that depend on the
classification with the coarse-to-fine approach (Figure 1). noun phrases found in step 3, except for date expres-

Table 5 shows that ClusterC2F yielded the be§tions. Both the extracted noun phrases and the noun
F-measure regardless of presence of additional feBrases found in step 3 were regarded as VNPs.

tures. The difference between ClusterC2F and the |n the example in Introduction, “one million” and

others was statistically significant in the Wilcoxon*1,500,000” are numeric phrases, and “had reached”

signed rank sum test with 5% significance level. s a predicate phrase. Then, “the number of users of
its mobile-phone service” is a VNP.

4.3 Results for each cluster

) 5.2 Features for identifying TR pairs
We examined the results for each cluster. The re-

sults with basic features are summarized in Table §/¢ used some features usedER identification:

and those with basic features plus additional fess€nténce-level uni-, bi-, tirgrams, and bunsetsu-
tures are in Table 7. The tables show that thergunk unigrams, normalized lengths of sentences,
are no significant differences among the modedifference in publication dates, position of sentences
for high-similarity cluster. However, there are sig-i” documents, semantic similarities, conjunctions,
nificant differences for intermediate-similarity clus-€XPressions at the end of sentences, and named enti-
ter. We thus concluded that the proposed moddes. In addition, we use the following features.
(ClusterC2F) works especially well in intermediate-1. Similarities through VNPs: The cosine similarity
similarity cluster. of the frequency vectors of nouns in the VNPsin
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andss is used. If there are more than one VNP, the Table 8: Results of identifyingR pairs

largest cosine similarity is chosen. Sreciion | Tecall | T-measire
Bow-cos 27.44 41.26 32.96
2. Similarities through bigrams and trigrams in N/;NBA 1985 | 4596 | 27.73
. .. WithoutE 42.41 47.06 44.61
VNPs: These features are defined similarly to the WiREq 4513|4551 4567
previous feature, but each VNP is represented by the WithEqActual |  43.06 | 4855 | 45.64

frequency vector of word bi- and trigrams.

3. Similarities of noun phrases in nominative cases Experiments on identifying TR pairs

Instances iR often have similar subjects. A noun _ _ _
phrase containing ga-,wa-, or mo-case is regarded Most experimental settings are the same as in the ex-

as the subject phrase of a sentence. The similarity Rfiments oEQidentification. Sentence pairs with-

calculated by Eq. (1) with the frequency vectors ofUt NUMeric expressions were excluded in advance
nouns in the phrase. and 55,547 pairs were left. This exclusion process

does not degrade recall at all, becal$epairs by
4. Changes in value of numeric attributes: This feadefinitioncontain numberic expressions.
ture is 1 if the values of the numeric phrases in the \We used precision, recall and F-measure for eval-
two sentences are different, otherwise 0. uation. We employed 10-fold cross validation.

5. Presence of numerical units: If a numerical unig_l Results of identifying TR pairs

is present in both sentences, the value of the featu_llf_% its of th _ ived |
is 1. otherwise 0. e results of the experiments are summarized in

Table 8. We compared four following models with
6. Expressions that mean changes in value: Imurs. A linear kernel was used in SVMs and soft
stances inMfR often contain those expressions, suclnargin parametef' was set to 1.0 for all models:
as ‘reduce’ and ‘increase’ (Nanba et al., 2005). Wgow-cos (baseline) We calculated thesimilarity through
have three features for each of these expressionsns If the similarity was larger than a threshold and the two
The first feature is 1 if both sentences have the eX%entences had the same expressions meaning changes in value
pression, otherwise 0. The second is %jithas the and had different values, then this pair was classifiebRasThe
expression, otherwise 0. The third is Isif has the  threshold was set to 0.7, which yielded the best F-measure in the
expression, otherwise 0. test data.

7. Predicates: We define one feature for a predicalJéANBA (Nanba et al., 2005): If the unigram cosine similarity

The value of this feature is 1 if the predicate appealtgetween the tW;) s(,jentences.was Iarge_r tha:l a thres.holdI and 't1he
in the two sentences, otherwise 0. two sentences had expressions meaning changes in value, then

this pair was classified &R. The value of the threshold was set
8. Reporter: This feature represents who is reporfs 0.42, which yielded the best F-measure in the test data.
ing the incident. This feature is represented by th@ithEq (Our method): This model uses the identifieBQ
cosine similarity between the frequency vectors ofairs.
nouns in phrases respectively expressing reporterswithoutEq: This model uses no information d&Q.
51 andsz. The subjects of verbs such as ‘report’ angvithEgActual : This model uses the actuiQ pairs given by
‘announce’ are regarded as phrases of the reportepracle.

The results in Table 8 show that bow-cos is better

5.3 Use ofEQ than NANBA in F-measure. This result suggests that

focusing on VNPs is more effective than a simple
A pair of sentences iR often has a high degree bag-of-words approach.
of similarity. Such pairs are likely to be confused WithEq and WithEgActual were better than With-
with pairs InEQ. We used the identifiddQ pairs for outEqg. This suggests that we successfully excluded
the identification ofTR in order to circumvent this EQ pairs, which areTR look-alikes. WithEq and
confusion. Pairs classified &Q with our method WithEgActual yielded almost the same F-measure.
were excluded from candidates fOR. This means that oUEQ identifier was good enough

147



to improve the identification of Rpairs. William Mann and Sandra Thompson. 1987. Rhetorical
structure theory: Description and construction of text
7 Conclusion structures. In Gerard Kempen, editdfatural Lan-
guage Generation: New Results in Artificial Intelli-
We proposed methods for identifyingQ and TR gence, Psychology, and Linguistiggmges 85-96. Ni-
pairs in different newspaper articles on an event. jhoff, Dordrecht.

We empirically demonstrated that the methods Wor|5aniel Marcu and Abdessamad Echihabi. 2002. An

well in this task. unsupervised approach to recognizing discourse rela-
Although we focused on resolving a bias in the tions. InProceedings of the 40th Annual Meeting of

dataset, we can expect that the classification perfor- gh6e8A§?gCia“0” for Computational Linguistigsages
mance will improve by making use of methods de- Ehahe

veloped in different but related tasks such as Textu@aniel Marcu. 2000. The rhetorical parsing of un-
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tional Linguistics 26(3):395—-448.
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