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Abstract

An ontology can be seen as a system of
concepts. Formal Concept Analysis (FCA)
is a formal method to model abstract
objects. In this paper we address the issue
of how to select data sources and attribute
set so that FCA can be used in
constructing a domain-specific ontology.
Two experiments are designed using two
different kinds of data sources. One uses
the HowNet lexicon and the other uses a
large-scale corpus. The corresponding
attributes including a set of sememes and
a set of context verbs are used as
attributes, respectively. The experiments
are made to gain insight as to what are the
important issues in ontology construction
and trade-off in efficiency. In can be seen
that in manual ontology construction, both
the choice of sememes and their
granularity are important as well as the
correct mapping of the terms to the set of
attributes. On the other hand, the methods
to select the types and related context
words in the corpus are important. Pure
statistical method without regards to
syntax and semantics would result in an
ontology which is difficult to interpret. It
is also shown that the use of visual tool
such as FCA model is very helpful in
building a good ontology.

1 Introduction

An ontology can be seen as a system of concepts in
a specific domain. How to construct an ontology is
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a non-trivial task. The ontology are normally
constructed either manually or semi-automatically.
In the manual methods, the concept architecture is
manually constructed by experts who had to look
through all kinds of dictionaries to obtain the
indivisible concept atoms. For example, HowNet is
constructed by experts with a long and tedious
labor. In the semi-automatic methods, the general
procedure is obtaining terms, acquiring relations
between terms, and thus the ontology can be
constructed from all kinds of sources. The common
techniques adopt heuristic rules which only acquire
limited relations [Hearst 1992, Maedche 2000].

FCA (formal concept analysis) is a
mathematical approach to data analysis based on
the lattice theory. Because formal concept lattices
are a natural representation of hierarchies and
classifications, the orientation of FCA has turned
from a pure mathematical tool towards computer
science in the last few years [Stumme 2002],
especially for automatic construction of ontologies
[Cimiano 2004]. In this paper, we propose to
construct a domain-specific ontology with FCA.
How to apply FCA to the Chinese resources is the
focus of this paper. To achieve this goal we have
designed two experiments using two data resources.

The rest of the paper is organized as follows.
Section 2 introduces the basic concepts and some
related work. Section 3, describes the dataset
selection and design of experiments. Section 4
presents the experimental results and discusses the
analysis. Section 5 gives the concluding remarks
and future directions.

2 Basic Concepts and Related Work

2.1 Ontology Definitions



In [Gruber 1995], an ontology was defined as “a
specification of a conceptualization”. The
difference between ontology and conceptualization
is that ontology is language-dependent while
conceptualization is language-independent.
According to Gruber’s definition, the subject of
ontology is the study of the categories of things
that exist or may exist in some domain.
Furthermore, an ontology is a catalog of the types
of things that are assumed to exist in a domain of
interest D from the perspective of a person who
uses a language L for the purpose of talking about
D. In the simplest case, an ontology describes a
hierarchy of concepts related by subsumption
relationships in some domain [Guarino 1998].

In [Sowa 2000], distinction is made between a
formal ontology and an informal ontology. An
informal ontology may be specified by a catalog of
types that are either undefined or defined only by
statements in a natural language. A formal
ontology is specified by a collection of names for
formal concepts and relation types organized in a
partial ordering by the type-subtype relation. In
this paper, ontology, is defined as follows.
Definition 1: An ontology, denoted by O, is
defined by a quadruplet, O = (L, D, C, R), where L
is a specific language, D is a specific domain, C is
the set of concepts and R is the set of relations
between concepts. Thus the ontology in this paper
refers to a formal ontology.

Normally, in ontology construction, both L and
D are implicit because any construction method
would be applied to a specific language, L, in a
specific domain, D. Ontology construction
methods aim at how to obtain C and how to build
R. Of course, some of the ontology construction
methods can be dependent on L, D, or both.

2.2 FCA Overview

FCA is a formal technique for data analysis and
knowledge representation. It can be wused to
automatically construct formal concepts as a lattice
for a given context, to replace the time-consuming
manual building of domain ontology. FCA takes
two sets of data, one is called the object set and the
other is called the attribute set, to find a binary
relationship between the data of the two sets, and
further constructs a so-called formal concept lattice
with a concept inclusion ordering according to a
Jormal context. The definitions of formal context
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and formal concept in FCA [Ganter 1999] are
defined as follows.

Definition 2: A formal context is a triple (G,M,])
where G is a set of objects, M is a set of
attributes, and I isthe relation on Gx M .
Definition 3: A formal concept of the context

(GMI) is a pair (4,8B) where AcG
BcM , A=B and B =4 , Where
A'={meM |(gm)el,V ge A} and

B'={geG|(g,m)el,VmeB}.

For a formal concept (4,B), A is called the
extent and B the intent of the formal concept.
Formal concepts satisfy the partial ordering
relationship, denoted by = , with regard to
inclusion of their extents or inverse inclusion of
their intents, formalized by:

(4,B)<(4,,B,yo 4 c4, and B,C B

It can be seen that a formal concept (4, B;) in
the concept lattice contains more attributes than its
superconcept (4, B,). On the other hand, more
attributes a formal concept is associated with,
fewer objects would belong to it. Thus, a formal
concept in the lattice is associated with fewer
objects and more attributes than a superconcept.

The whole formal concept lattice satisfies the
partial ordering relations. When applying FCA to
ontology construction, each term used in a specific
domain can be mapped into an object in FCA.
Thus, a term along with its set of attributes forms a
node as a formal concept in the FCA lattice. Along
the partial ordering relationships built based on the
definition given earlier, relationships among
different terms can be found. To see the mapping
of FCA model to the definition of ontology, it can
be seen that a formal concept in FCA corresponds
to a concept in concept set C, and the partial
ordering relationship in FCA corresponds to R, for
a specific language L and a specific domain D.
How to make use of the partial-ordering relation to
get relations between terms is the subject of an
application making use of the FCA model.

2.3 Related Work

FCA is an effective technique for construction of
formal ontologies. In general, most work focus on
the selection of formal objects and attributes. In
[Haav 2003], a text describing a certain entity is
seen as an object and thus an object used in FCA
can be any domain-specific text that uses domain-
specific vocabulary and describes domain-specific



entities. Attributes of an object are noun-phrases
that are present in the domain-specific text. An
ontology used in the real estate domain was then
constructed. [Jiang 2003] explored the potential
role of formal concept analysis (FCA) in a context-
based ontology construction in a clinical domain.
The medical documents are used to represent
formal objects and the compound medical phrases
extracted from NLP module are used to represent
formal attributes. The result showed that 57.7% of
the medical concept relations extracted were
identified positive. [Quan 2004] proposes the
FOGA (Fuzzy Ontology Generation frAmework)
to incorporate fuzzy logic into FCA to form a
fuzzy concept lattice for an academic semantic
web. Documents and research topics (terms) are
used as formal objects and attributes respectively.
The relationship between an object and an attribute
is no longer a binary value, but a membership
value between O and 1. The works above all
assume that one document focuses on one topic.
Then the terms extracted from that document can
be seen as the attributes of the topic. However,
often one document has more than one topic, thus
the result of ontology generation is not very good.
Some other researches take words or (terms) as
objects. In [Cimiano 2003], verb-object
dependencies are extracted from texts where the
head word of objects are considered as FCA
objects and the corresponding verbs together with
the postfix “able” are used as attributes. [Priss
2004] gives a good summary of linguistic
application of FCA and generalizes that lexical
databases can often be represented or analyzed
using FCA.
3

Dataset Selection of

Experiments

and Design

In order to construct an ontology with FCA, terms
associated with certain concepts are represented by
a set of formal objects. After correct selection of
attributes, the relations between terms or concepts
in the domain can then be extracted through the
FCA lattice. Therefore, in this application, the
most important issue is the selection of an
appropriate attribute set, which is determined by
data sources.

Generally speaking, data sources can either be
lexicon base or corpus. When using the lexical
base, each term is considered given in the lexical
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source and it is relatively easy to get an existed
attribute set compiled by experts. Whereas using
corpus-based approach, attributes are selected
based on real data independent of possible bias
which can be introduced because of human
intervention. However, the choice of corpus can
affect the result. Thus, a large-scale and domain
representative corpus must be available in this
method.

3.1 Dataset Selection

In this paper, the objective is to try FCA in
constructing ontology from different data sources.
The chosen domain is Information Technology
with a given set of IT terms as the concept terms in
the domain, denoted as 7. This hand-picked set of
domain specific terms 7, with a total of 49 terms
(see Appendix), are then used as formal objects in
FCA. The main work is to explore the selection of
attributes using different data sources for ontology
construction. For comparison, one lexical base and
one corpus are used in two separate experiments to
examine the selections of attributes. It should be
pointed out that experiments can only be
conducted based on data sources available.

In the experiment using lexical source, HowNet
[Dong 2000] is chosen as the data source. The
HowNet lexicon can be seen as a Chinese lexical
database and each entry in it represents a concept
and is defined by related sememes, which are the
smallest indivisible semantic units. For example,
“part” is a sememe and “ 2R #%(monitor)” is a
term ' defined by a set of sememes such as
“computer”, “part”, “look”. The HowNet version
2000, which is used in the experiments, includes
about 1,667 sememes and 68,630 concepts.
Although the subsumption relations between
sememes have been given, there is no visualized
view of concepts.

In the corpus-based experiment, a large-scale
corpus is used as data source for ontology
construction. The corpus is composed of several
newspapers, segmented and tagged [Yu 2001],
congsisting of 97 millions words. The selection of
attributes is purely statistical based on that words
that co-occur with the IT terms with certain

! Here the hypothesis is that a term only has one meaning in a
specific domain. Hereafter, a term is equal to a concept, which
is different from a formal concept and only represents an
object in FCA.



significance are chosen as the attributes. Thus
word  bi-gram  co-occurrence  database s
established by collecting and sorting all word bi-
gram co-occurrences within [-5, 5] context
windows in the corpus, to support the construction
of attribute sets.

Here, both HowNet and the large-scale corpus
are not good IT domain-specific data sources,
however, the goal of this work is not to construct a
full IT ontology. Rather, the focus is on a given set
of terms/concepts, how different data sources can
affect the construction of ontology. Thus it is
reasonable to choose two general purpose data
sources. Besides, the terms selected are only the
most representatives of the IT domain and they are
also used often in general context and thus
contained in the chosen data sources.

As the 49 terms were chosen already to serve as
the concept terms in the IT domain, the focus now
is converted to the selection of an attribute set.
With different data sources, different attribute sets
are used to construct the formal concept contexts.
The Java API of an open source software ConExp’
(Concept Explorer) is used to generate the concept
oriented views for the data.

3.2 Experiment 1: Data Source from

HowNet, with Sememes as Attributes

HowNet lexicon can be seen as a typical lexical
base. Each term in its lexicon has a set of
descriptive sememes, which can be used to define
and discriminate the terms. Because HowNet is
about general knowledge, many terms are of no
interest for our work. Thus, only the IT-relevant
terms were selected. In this experiment these 1T
terms are mapped into objects in FCA and
sememes as attributes. The relationship between an
object and an attribute is represented by a binary
membership value. If an IT term ¢, is defined by a
sememe s;, then the membership value u(z, s,) is 1,
or 0 otherwise. Here is an example of the formal
context illustrated in the form of a matrix as shown
in the upper part of Figure 1 with a selected subset
of terms from 7. We use the reduced set of terms
only to make the illustration more readable. In the
figure, the rectangle with symbol “x” means the
membership value of 1. The corresponding concept
lattice is depicted with the tool ConExp as shown
in the lower part of Figure 1. The lattice displays

2 http://sourceforge.net/projects/conexp
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the extension of formal concepts represented by IT
terms and the partial ordering relationships

between formal concepts.
il lcnmputer sofware  |part
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Figure 1. Example of concept context and
concept lattice (terms as objects and sememes as
attributes)

To further interpret the relationships of any two
terms, two kinds of relations, superclass and
equivalence, are defined. The objects with fewer
attributes are considered as superclasses with
respect to objects with more attributes. For
example, “HfF(computer)” is the superclass of “I&#
{4 (hardware)” because the attribute set of “HiLf
(computer)” has only one attribute (“computer”)
which is contained in the attribute set (“computer”,
“part”), of “f# 1 (hardware)”. Again, “ f& {4
(hardware)” is the superclass of “ff#i(hard disk)”
because the attribute set of “## {4 (hardware)”,
(“computer”, “part”), is contained in (“computer”,
“part”, “store”) which is the attribute set of “fF#L
(hard disk)”. Two objects described by the same
set of attributes are considered as equivalent. For
example, “ H % (computer)” and “ T & #l
(computer)” are considered equivalent because
they are described by the same set of attributes,
(“computer”). Then, the relations are represented
in the form of a triplet <t, £, R(%;, {)>, where 1, and
I; are any two terms and R(#, ) represents the
relation, which can either be superclass or
equivalence, The equivalence and superclass
relations are not explicitly indicated in Figure 1.
But, we would be able to find them and list them
out according to the lattice result.



3.3 Experiment 2: Data Source from
Corpus Using Context Verbs as
Attributes

Due to the absence of IT-domain corpus, we use a
processed huge-scale general corpus to simulate a
domain-specific corpus because IT terms also often
occur in general texts with their own specific
meanings as explained in Section 3.1. For each
term, the words in its context always have close
relationships  with it.  Through linguistic
observation, it is easy to see that usually content
words play a very important role in describing a
term semantically. Content words are determined
by these POS tagging information which is
available in the selected corpus. In principle, both
verbs and nouns are content words and can be used
as attributes. In this paper, a simple context
window is used to observe context without regards
to syntax or semantics. Because all the selected IT
terms are considered nouns and are thus identified
by the POS noun tag in the corpus, and if nouns are
also chosen as attributes, it is very likely that the
attribute set can contain terms, which can form
anfractuous relations, making it difficult to acquire
explicit hierarchical relations. Thus, the following
experiment, only verbs in the context of a term is
used as attributes.

As only verbs are considered in the context of IT
terms as attributes, which verbs should be included
in the attribute set of a term becomes the main
issue. The approach is to make use of the co-
occurrence statistics between terms and verbs. The
co-occurrence statistics is represented by a triplet
<l v, n,>, where 1, represents a term in 7, v; is a
co-occurring verb, and #; indicates their co-
occurring frequency. After the collection of
statistics, all the triplets are sorted in descending
order according to n;. The system has a threshold
parameter N below which the co-occurrence is
considered statistically insignificant. Now the
selection can begin, the algorithm picks all <z, v,
ny> with n,2 N. However, if at this time, some
term f; in 7T still does not occur in the selected set,
the algorithm goes further down the sorted list until
all the terms in 7" has occurred at least once. Then
all the verbs in the selected set are included in the
attribute set. In order to avoid using some very
general verbs as attributes, such as “£(is)”, “ABH
(become)” which has no discriminating power in
any specific domain unless further syntactic
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analysis is conducted, a stop word list is used to
eliminate them in the attribute set.

The relationship between a term and a verb is
also represented by a binary membership value.
For every triplet <, v, n;> in the selected set, the
membership value u(Z, v is 1, O otherwise. Figure
2 illustrates the examples of concept context and
concept lattice using a subset of 7. In this figure,
some of the attributes which does not affect the
construction of concept lattice, referred to as
reducible attributes [Ganter 1999] are already
eliminated by ConExp, the tool used to draft the
lattice.

Although the formal concepts satisfy the
relationship of partial ordering, the subsumption
relation between objects in Figure 2 has a direction
reverse to that in Figure 1 to make it easier to read
visually. Generally speaking, the more general
meaning a term represents, the more co-occurring
verbs it would have. Thus, in Figure 2, the nodes in
the lower levels are actually superclasses of those
in the upper levels.

I T
geEE X | | (X[ T T |
B | X |
e I XX 5 XX
Lttt | A I
k] J X X X TR TR
TR | % | X[
e ‘ -

B i

—

Figure 2. Example of concept context and concept
lattice (terms as objects and context verbs as
attributes)

4 Evaluation and Discussion

4.1 Evaluation

In Experiment 1, 33 attributes are extracted based
on the descriptive sememes for those 49 terms in 7'
from HowNet. In Experiment 2, with the same set



49 terms in 7, the co-occuring verbs within [-5, 5]
context windows are extracted as discussed in
Section 3.3. The co-occurrence threshold & is set
as 10 and 1,094 co-occurrence pairs are extracted
from the corpus. Among them there are 326
distinct verbs. After filtering with the stop word
list and removal of reducible attributes, only 68
verbs are left to serve as attributes. The two
concept lattices generated respectively in two
experiments are illustrated in Figure 3a and Figure
3b, respectively.

Figure 3b. Lattice generated in Experiment 2

Currently there is no a uniform evaluation
measure on the ontology construction. Most
researchers evaluate their ontologies in two parts
including lexical part and taxonomic part [Cimiano
2003, Jiang 2003]. In [Cimiano 2003], he
compares its ontology with standard domain
ontology. The ontologies are seen as a semiotic
sign system and present a comparison based on
lexical overlap (LO) as well as taxonomic
similarity between ontologies (SC). In [Jiang 2003],
medical phrases and attribute implication pairs are
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respectively evaluated manually by the ratio of
answers.

In this paper, it is assumed that the domain-
specific terms are given and are considered correct.
Thus the evaluation work mainly focuses on
measuring the automatically generated taxonomic
relationship between terms. According to the link
in each concept lattice, the equivalence and
superclass (the reverse is called subclass) relations
between terms which are represented by a triplet
<f, b, R(t, t; )>. In Experiment 1, 118 of such
relationship triplets are found. In Experiment 2, 73
of such triplets are found. Five researchers in the
IT fields were asked to evaluate the eligibility of
these triplets manually. For each relation
represented by a triplet, an evaluator only needs to
answer “YES” to mean that it is a correct relation,
or “NO” otherwise. The evaluation results show
that Experiment 1 gets about 43.2% of answers as
“YES” and Experiment 2 gets about 56.2% of
answer as “YES”.

4.2 Discussion

Automatically identifying the relations between
domain-specific concepts is the main task in
ontology construction. Due to the lack of other
data, comparisons can only be done between the
two sets of results in the two experiments
discussed in this paper. The analysis of the results
is discussed here.

In principle, each attribute in the attribute set of
an ontology should be independent. However, in
reality, the selection of independent attributes is
very difficult. For example, in HowNet, both
“computer( I E HL)” and “software( #X 1) are
sememes. But we all know semantically, they are
related. In the selected attributes in Experiment 2,
“¥ Tl (design)” and “Ff & (development)” can be
another example of related attributes.

As mentioned earlier, 33 and 68 attributes are
selected respectively in Experiment 1 and
Experiment 2. Comparing the two lattices in Figure
3, it is obvious that Experiment 1 produces a
relatively flat concept lattice with much less
number of levels in terms of its hierarchical
structure and less intricacy. This can be explained
by saying that the granularity of the sememes are
not fine enough to have enough discriminating
power for different concept terms. Consequently,
at the same level of hierarchy, more terms would



be equivalent. In fact, Experiment 1 has 86
equivalent classes whereas Experiment 2 has only
12 equivalent classes. For example, in HowNet,
both “#fi(terminal)” and “f7fi#s (memory)” are
described by the same attribute set (part, computer),
and are thus equivalent. With a finer granularity,
“ % iy (terminal)” should be defined by the
sememes (part, computer, display), whereas, “f7#fi%
#%(memory)” should be defined by (part, computer,
store). On the other hand, the number of superclass
relationships in Experiment 1 is 32, 29 less than
that in Experiment 2. Therefore, in addition to the
number of attributes used in building an ontology,
both the number of equivalence relationships and
superclass  relationships are  also  good
measurement on the discriminating powers of
attributes selected. The FCA model provides a very
good visual method to observe the structure of
these partial ordering relationship to examine
whether an ontology is properly built. Furthermore,
Experiment 1 has selected the manual HowNet
lexicon which has cost a large amount of labor and
it is not tailored for the IT domain. To modify it for
the construction of a domain specific ontology,
there would be a lot of manual work. In
Experiment 2, a corpus is used as the data source.
The corpus needs to be segmented and POS tagged
beforehand.  Because the techniques of
segmentation and POS tagging are relatively
mature, the whole process is basically automatic
and thus saves a lot of manual work. Also, if the
corpus is domain relevant and reasonable in size,
the result should be quite reliable. In addition,
subjectivity can be reduced to minimum when a
large-scale domain relevant data is available.

For both the manually constructed ontology
using HowNet and the automatically generated one
based on a corpus, the ontology built still need
manual tuning, because some of the data are
certainly wrong from a semantic view. For
example, in Experiment 1, since the term “fFfi§#%
{memory)” is described by (part, computer) and the
term “fiff 5% (hard disk)” is described by (part,
computer, store), thus, naturally, it is wrong that
memory would be the superclass of hard disk.
Experiment 2 also has similar problems.

The ratio of correct relations (answer “YES”) in
Experiment 2 is higher than that of Experiment 1.
However, this cannot be interpreted blindly to that
manually constructed ontology is not as good as
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statistically obtained ontology. By looking at the
different ways of constructing ontology, it can be
seen that the more important issue in manual
construction is the granularity of the attributes and
the correct mapping of these attributes to the terms.
On the other hand, it is more important to
determine the types of attributes to be included for
consideration. By looking at an example in
Experiment 2, where term ” % ¥l  (micro
computer)” is described by (develop|7F %, apply|i
A, control|#&Hl, design|iZit), one would question
how useful these attributes are, even if its
discriminating power is higher than that in
Experiment 1. If we change these attributes from
verbs to the corresponding nouns, (development,
application, control, design), this set only
represents the predicate nature of the term.
Relationships, such as part-of, are not necessarily
present. This gives rise to an issue of algorithm
design of automatic ontology extraction. Basically,
clustering verbs only is not good enough as it does
not semantically make very good sense. The use of
nouns and noun phrases are inevitable.
Furthermore, more complex algorithms should
look into the context of the terms both syntactically
and semantically so that subject and object
relationships can be identified.

5 Conclusions and Future Work

In this paper, the FCA model is used to help the
analysis of ontology constructed using different
data sources. Two experiments are made to gain
insight as to what are the important issues in
ontology construction and trade-off in efficiency. It
can be seen that in manual ontology construction,
both the choice of sememes and their granularity
are important as well as the correct mapping of the
terms to the set of attributes. On the other hand, the
methods to select the types and related context
words in the corpus are important. Pure statistical
method without regards to syntax and semantics
would result in an ontology which is difficult to
interpret. It is also shown that the use of visual tool
is very helpful in building a good ontology as the
superclass and equivalence relationships can help
to tune the ontology to be built.

There are two future directions of work. Firstly,
more comprehensive algorithms will be
investigated using more syntactic and semantic
cues to improve the quality of ontology



construction. With the temporal information to be
taken into consideration, algorithms on terms
extraction and their mapping into an existing
ontology can also be developed. Secondly, the use
and the enhancement of the visualizations tools
will also be exploited to improve the quality of
ontology construction and the extraction of useful
relationships.
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Appendix: IT terms selected
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