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Abstract Therefore, we require a tree annotation tool to re-
duce manual effort by decreasing the frequency
In this paper, we propose a tree annota- of the human annotators’ intervention. Moreover,

tion tool using a parser in order to build the tool can improve the annotating efficiency,
a treebank. For the purpose of mini- and help maintain the consistency of the treebank
mizing manual effort without any mod- (Kwak et al., 2001; Lim et al., 2004).

ification of the parser, it performs two- In this paper, we propose a tree annotation tool

phase parsing for the intra-structure of using a parser in order to reduce manual effort for
each segment and the inter-structure af-  building a treebank. Fundamentally, it generates a
ter segmenting a sentence. Experimen-  candidate syntactic structure by utilizing a parser.

tal results show that it can reduce man- And then, the annotator cancels the incorrect con-
ual effort about 24.5% as compared stituents in the candidate syntactic structure, and
with a tree annotation tool without seg- reconstructs the correct constituents.

mentation because an annotation’s in-
tervention related to cancellation and 2 Previous Works
reconstruction remarkably decrease al-
though it requires the annotator to seg-
ment some long sentence.

Up to data, several approaches have been devel-
oped in order to reduce manual effort for build-
ing a treebank. They can be classified into the
approaches using the heuristics (Hindle, 1989;
Chang et al., 1997) and the approaches using
the rules extracted from an already built treebank
A treebank is a corpus annotated with syntactidKwak et al., 2001; Lim et al., 2004).
information, and the structural analysis of each The first approaches are used for Penn Tree-
sentence is represented as a bracketed tree struzank (Marcus et al., 1993) and the KAIST lan-
ture. This kind of corpus has served as an exguage resource (Lee et al., 1997; Choi, 2001).
tremely valuable resource for computational lin-Given a sentence, the approaches try to assign an
guistics applications such as machine translatiomnambiguous partial syntactic structure to a seg-
and question answering (Lee et al., 1997; Choiment of each sentence based on the heuristics.
2001), and has also proved useful in theoretical he heuristics are written by the grammarians so
linguistics research (Marcus et al., 1993). that they are so reliable (Hindle, 1989; Chang et
However, for the purpose of building the tree-al., 1997). However, it is too difficult to modify
bank, an annotator spends a lot of time and marthe heuristics, and to change the features used for
ual effort. Furthermore, it is too difficult to main- constructing the heuristics (Lim et al., 2004).
tain the consistency of the treebank based on only The second approaches are used for SEJONG
the annotator (Hindle, 1989; Chang et al., 1997)treebank (Kim and Kang, 2002). Like the first
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approaches, they also try to attach the partial syn
. . — Sentence Segmentation

tactic structure to each sentence according to th ’

rules. The rules are automatically extracted fronm

Segmentation |<-’| Examination H Cancellation
L3 x

an already built treebank. Therefore, the ex-
tracted rules can be updated whenever the annt ~Tree Annotation for Intra-Structure ——————————

tator wants (Kwak et al., 2001; Lim et al., 2004). I | [ conosion | cancooion |{roconsiucton
Nevertheless, they place a limit on the manual ef “2> “t—- : :
fort reduction and the annotating efficiency im- |
provement because the extracted rules are les | [ e

credible than the heuristics. | Lo H coneeton H{reconsucin

In this paper, we propose a tree annotation too
using a parser for the purpose of shifting the re-
sponsibility of extracting the reliable syntactic
rules to the parser. Itis always ready to change the
parser into another parser. However, most parsers
still tend to show low performance on the long3.1 Sentence Segmentation
sentences (Li et al., 1990; Doi et al., 1993; Kim et

al., 2000). Besides, one of the reasons to decreaér@e sentence segmentation consists of three steps:

the parsing performance is that the initial syntacS€gmentation step, examination step, and cancel-

tic errors of a word or a phrase propagates to thétion step. In the segmentation step, the annota-
whole syntactic structure. tor segments a long sentence. In the examination

I step, the tree annotation tool checks the length
In order to prevent the initial errors from propa-

. : e of each segment. In the cancellation step, it in-
gating without any modification of the parser, the

. duces the annotator to merge the adjacent short
proposed tool requires the annotator to Segment?egments by cancelling some brackets. Given a

gentence. And then, it performs two-phase ParShort sentence, the tree annotation tool skips over
ing for the intra-structure of each segment an he sentence segmentation

the inter-structure. The parsing methods using . .
. . As shown in the top of Figure 2, the annota-
clause-based segmentation have been studied to

. ; . tor segments a sentence by clicking the button
improve the parsing performance and the parsmg)(,, between each pair of words. Since the tool
complexity (Kim et al., 2000; Lyon and Dicker- P '

son, 1997: Sang and Dejean, 2001). Neverthelesregards segments as too short given the segment

: : Fe’tngth 9, it provides the cancel buttons. And then,

the clause-based segmentation can permit a shoh .

sentence to be splitted into shorter segments ur%— e annotator merges some segments by clicking
the third button, the fifth button, and the sixth but-

necessarily although too short segments increase ) ) .
y g g ton of the middle figure. The bottom figure does
manual effort to build a treebank. ) . !
o not include the fourth button of the middle figure
For the sake of minimizing manual effort, the because a new segment will be longer than the

proposed tree annotation tool induces the anmt%‘egment length 9. When every segment is suit-

tor to segment a sentence according to few heurigshje | the annotator exclusively clicks the confirm
tics verified by experimentally analyzing the al- ,tton ignoring the cancel buttons.
ready built treebank. Therefore, the heuristics can

prefer the specific length unit rather than the lin- _
guistic units such as phrases and clauses. Segmentation Step:

(DL AME RNl AR 9= CISY oiOLDE T WSt OISS OHEDI HSIThs AIS FIZWior Fa  soicH)
DT T e T T T o T T o o T o [ o]

Cancellation Step (1):
3 Tree Annotation Tool uau;;fwigmm A=l gi’fgiﬂ””l’ﬁf"”‘ L% ahebi ;rmwm Hil E%cH)
Cancellation Step (2):
The tree annotation tool is composed of segmenTLaEfEs" =" =5 ooy e ws e e o T
tation, tree annotation for intra-structure, and tree
annotation for inter-structure as shown in Figurel. Figure 2: Sentence Segmentation

Figure 1: tree annotation tool
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3.2 Tree Annotation for Intra-Structure . )
Reconstruction Step:

The tree annotation for intra-structure consists of ~ Z55* -
three steps: generation step, cancellation step, wwws efal eo |
and reconstruction step. In the generation step, zifi o 2 T\
the parser generates a candidate intra-structure for - .- j;\ ﬂ \
each segment of a sentence. And then, the tree ssese le = M \
annotation tool shows the annotator the candidate Lo =0 g /
intra-structure. In the cancellation step, the an- s " 5:,44

notator can cancel some incorrect constituents in
the candidate intra-structure. In the reconstruc-
tion step, the annotator reconstructs the correct
constituents to complete a correct intra-structure.
For example, the tree annotation tool shows th&nnotator can cancel incorrect constituents. In
candidate intra-structure of a segment as showHe reconstruction step, the annotator reconstructs
in the top of Figure 3. Assuming that the correct constituents to complete a correct syntac-
candidate intra-structure includes two incorrectic structure.
constituents, the annotator cancels the incorrect For example, the tree annotation tool represents
constituents after checking the candidate intrathe candidate syntactic structure of a sentence as
structure as represented in the middle figure. Andllustrated in the top of Figure 4. Assuming that
then, the annotator reconstructs the correct corthe candidate syntactic structure includes two in-
stituent, and the intra-structure is completed agorrect constituents, the annotator cancels the in-

Figure 4: Tree Annotation for Inter-Structure

described in the bottom of Figure 3. correct constituents, and reconstructs the correct
constituent. Finally, the intra-structure is com-
3.3 Tree Annotation for Inter-Structure pleted as described in the bottom of Figure 3.

The tree annotation for inter-structure also con-
sists of three steps: generation step, cancella-
tion step, and reconstruction step. In the genin order to examine how much the proposed tree
eration step, the parser generates a candidatanotation tool reduces manual effort for build-
inter-structure based on the given correct intraing a Korean treebank, it is integrated with a
structures. And then, the tree annotation tooparser (Park et al., 2004), and then it is evaluated
shows an annotator the candidate syntactic stru@n the test sentences according to the following
ture which includes both the intra-structures anctriteria. The segment lengtihé€ngth indicates
the inter-structure. In the cancellation step, arthat a segment of a sentence is splitted when it

Experiments
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is longer than the given segment length. There-
fore, the annotator can skip the sentence segmen-
. . | -S Inter-Struct
tation when a sentence is shorter than the Seg- |Lengn 7 T tR | Raic | TP | IR [ Refo
1 0.00 0.00 0.00] 87.62| 86.06] 100.00
ment length. The number of segmentSég- 2 100.00] 93.42] 52.25| 74.45] 74.08] 47.75
ment$ indicates the number of segments splitted M0 LA LT L 21
by the annotator. The number of cancellations LA T R T
7
8
9

Table 1: Parsing Performance

98.93] 96.47] 74.27] 62.11] 59.71] 25.73

- o i 96.50] 95.47] 83.24] 67/.88| 66.68] 16.76

(#Cancellation} indicates the number of incor- 95.45] 94.45] 86.12] 70.84] ©9.81] 13.88
rect constituents cancelled by the annotator where

94.34] 93.10| 88.47| 74.24] 73.23| 11.53
93.41] 92.36] 90.40] 76.85[ 76.25] 9.60

10] 92.65] 91.47] 92.01] 78.99] 78.31] 7.99

the incorrect constituents are generated by the 11] 91.91 90.65[ 93.43[ 8L53[ 80.72[ 657
. 12| 91.19] 89.86] 94.59| 84.39] 83.60] 5.41

parser. The number of reconstructio#Récon- 13| 90.54] 89.23] 95.62] 86.92| 85.97] 4.38
. . . . 14] 89.87] 88.61] 96.54] 88.82] 88.19] 3.46
structiong indicates the number of constituents 15| 89.34] 87.99] 97.30] 90.39] 89.41] 2.70
16| 88.98] 87.65] 97.97] 90.50] 89.86] 2.03

reconstructed by the annotator. Assume that the 17| 88.64] 87.27] 98.51] 91.64] 89.61] 1.49
. 18] 88.37] 86.99] 98.98] 92.92] 90.84 1.02

annotators are so skillful that they do not can- 191 88.15] 86.76] 99.34] 92.97] 91.30] 0.66
cel their decision unnecessarily. On the other CSIR: LA IR TR R L W

hand, the test set includes 3,000 Korean sentences —s51—ar—ol—oo30l 29831 93501 93201 .17

i ini 241 87.69] 86.27| 99.94] 97.67| 94.74] 0.06
which never have been used for training the parser SR e ae T T ey
i 26| 87.63] 86.24[ 99.99] 100.00] 100.00] 0.01
in a Korean treebank, and the sentences are the 251 &0 808 A 0o o0 T00:00—0:0T
part of the treebank converted from the KAIST 28] 87.62] 86.06[100.00] 0.00] 0.00] 0.00
language resource (Choi, 2001). In this section,
we analyze the parsing performance and the re- _ _
duction eﬁect of manual eﬁort according to Seg_tence because there is no evaluated constituent on

ment length for the purpose of finding the bestintra-structure of one word. In the same way, the

segment length to minimize manual effort. constituents in the intra-structures of a sentence
are the same as the constituents of the sentence
4.1 Parsing Performance According to given the segment length 28 because all test sen-
Segment Length tences are shorter than 28 words.

For the purpose of evaluating the parsing per-_AS described in Table 1, the labeled preci-
formance given the correct segments, we clasS'" and the labeled recall decrease on the intra-
’ tructures according to the longer segment length

sify the constituents in the syntactic structures’

into the constituents in the intra-structures of Segpecause both the parsing complexity and the pars-

ments and the constituents in the inter-structureét‘?1 arﬂb'g;'%mrrsalsed morg z_;md mgrfh' Cl)rllot?ed
Besides, we evaluate each classified constituen%t er hand, .e abele preC|_S|on an ela ge

based on labeled precision, labeled recall, and di§9cal| tend to increase on the inter-structures since
tribution ratio. The Iabele(’j precision.R) i,ndi— the number of constituents in the inter-structures
cates the ratio of correct candidate constituentdecrease, and it makes the parsing problem of
from candidate constituents generated by th he inter-structure easy. It is remarkable that the
parser, and the labeled recallR) indicates the abeled precision and the labeled recall get rel-
ratio of correct candidate constituents from Con_atively high performance on the inter-structures

stituents in the treebank (Goodman, 1996). Also.given the segment length less than 2 because i.t
the distribution ratio Ratio) indicates the distri- IS so easy that the parser generates the syntactic

bution ratio of constituents in the intra-structuresStUcture for 3 or 4 words.

from all of constituents in the original structure.
Table 1 shows that the distribution ratio of the
constituents in the intra-structures increases adn order to examine the reduction effect of manual
cording to the longer segment length while theeffort according to segment length, we measure
distribution ratio of the constituents in the inter- the frequency of the annotator’s intervention on
structures decreases. Given the segment length the proposed tool, and also classify the frequency
the constituents in the inter-structures of a seninto the frequency related to the intra-structure
tence are the same as the constituents of the seand the frequency related to the inter-structure.

4.2 Reduction Effect of Manual Effort
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Figure 5: Reduction of Manual Effort Figure 6: Comparison with Other Models

As shown in Figure 5, the total manual effort in-
cludes the number of segments splitted by the arlumarn) does not need any manual effort related

notator, the number of constituents cancelled by© Segmentation and cancellation but it requires
the annotator, and the number of constituents re0 €xpensive reconstruction cost. The second
constructed by the annotator. method (o segmen_tatlc)rreqmres manl_JaI ef_fort
Figure 5 shows that too short segments can ad_elated to c_ancellatlon and reC(_)nstruc_tlon without
gravate the total manual effort since the short segegmentation. As compared with the first method,
ments require too excessive segmentation workn€ rest three methods using the parser can re-
According to longer length, the manual effort ondUce manual effort by roughly 50% although the
the intra-structures increase because the numbBATSEr generates some incorrect constituents. Fur-
of the constituents increase and the labeled preci€more, the experimental results of the third and

sion and the labeled recall of the parser decreasfPUrth methods shows that the two-phase parsing

On the other hand, the manual effort on the interMethods with sentence segmentation can reduce

structures decreases according to longer length gianual effort more about 9.4% and 24.5% each
account of the opposite reasons. As presented S compared with the second method.

Figure 5, the total manual effort is reduced best at Now, we compare the third methodlduse-

the segment length 9. It describes that the annotdbased segmentatipnand the fourth method
tion’s intervention related to cancellation and re-(length-based segmentatjoim more detail. As
construction remarkably decrease although it rerepresented in Figure 6, the third method is some-
quires the annotator to segment some sentenceshat better than the fourth method on manual ef-
Also, Figure 5 describes that we hardly expect thdort related to intra-structure. It show that the
effect of two-phase parsing based on the long segarser generates more correct constituents given
ments while the short segments require too exceshe clause-based segments because the intra-

sive segmentation work. structure of the clause-based segments is more
) ) formalized than the intra-structure of the length-
4.3 Comparison with Other Methods based segments. However, the third method

In this experiment, we compare the manual efforis remarkably worse than the fourth method on
of the four methods: the manual tree annotatiormanual effort related to inter-structure. It de-
tool (only humai, the tree annotation tool using scribes that the third method can split a short sen-
the parserrfo segmentation the tree annotation tence into shorter segments unnecessarily since
tool using the parser with the clause-based serthe third method allows the segment length covers
tence segmentatiorlguse-based segmentatjpn a wide range. As already described in Figure 5,
and the tree annotation tool using the parser withoo short segments can aggravate the manual ef-
the length-based sentence segmentatieng(h- fort. Finally, the experimental results shows that
based segmentatipmhere the segment length is the length-based segments help the tree annota-
9 words. tion tool to reduce manual effort rather than the
As shown in Figure 6, the first methodrly clause-based segments.
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5 Conclusion the Association for Computational Linguistids 8-
125.

In this paper, we propose the tree annotation tool _ _

which performs two-phase parsing for the intra-Sungdong Kim, Byungtak Zhang and Yungtaek Kim.

. 2000. Reducing Parsing Complexity by Intra-
structure of each segment and the inter-structure g tonce Segmentation based on Maximum En-

after segmenting a sentence. The proposed tree tropy Model. In Proceedings of the Joint SIGDAT
annotation tool has the following characteristics. Conference on Empirical Methods in Natural Lan-
First, it can reduce manual effort to build a tree- 9guage Processing and Very Large Corpptk64-
bank. Experimental results show that it can im-

prove approximately 60.0% and 24.5% as comui-Su Kim, and Beom-Mo Kang. 2002. Principles,
pared with the manual tree annotation tool and Methons at;]d Eolmeppfoueéns in Cfompilingll a %0-
Second, it can prevent the initial syntactic errors 155162

of a word or a phrase from propagating to the

i ; .~ Yong-Jae Kwak, Young-Sook Hwang, Hoo-Jung
vyhole syntactic structure w_lthout any modifica Chung. So-Young Park, Hae-Chang Rim. 2001,
tion of the parser because it takes sentence Seg-pipe(|Ty: A Framework for Context-Sensitive

mentation. Third, it can shift the responsibility of ~ Grammar Developmentn Proceedings of Interna-
extracting the reliable syntactic rules to the parser. tional Conference on Computer Processing of Ori-

For future works, we will try to develop an auto- ~ €ntal Languages305-308.
matic segmentation method to minimize manuakong Joo Lee, Byung-Gyu Chang, Gil Chang Kim.

effort. 1997. Bracketing Guidlines for Korean Syntac-
tic Tree Tagged Corpus Version ITechnical Re-
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