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Abstract

In this paper we investigate an applica-
tion of feature clustering for word sense
disambiguation, and propose a semi-
supervised feature clustering algorithm.
Compared with other feature clustering
methods (ex. supervised feature cluster-
ing), it can infer the distribution of class
labels over (unseen) features unavailable
in training data (labeled data) by the use of
the distribution of class labels over (seen)
features available in training data. Thus,
it can deal with both seen and unseen fea-
tures in feature clustering process. Our ex-
perimental results show that feature clus-
tering can aggressively reduce the dimen-
sionality of feature space, while still main-
taining state of the art sense disambigua-
tion accuracy. Furthermore, when com-
bined with a semi-supervised WSD algo-
rithm, semi-supervised feature clustering
outperforms other dimensionality reduc-
tion techniques, which indicates that using
unlabeled data in learning process helps to
improve the performance of feature clus-
tering and sense disambiguation.
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Yarowsky, 1995), unsupervised learning algorithms
(or word sense discrimination) (Pedersen and Bruce,
1997; Schitze, 1998), and knowledge based algo-
rithms (Lesk, 1986; McCarthy et al., 2004).

In general, the most common approaches start by
evaluating the co-occurrence matrix of features ver-
sus contexts of instances of ambiguous word, given
sense-tagged training data for this target word. As
a result, contexts are usually represented in a high-
dimensional sparse feature space, which is far from
optimal for many classification algorithms. Further-
more, processing data lying in high-dimensional fea-
ture space requires large amount of memory and
CPU time, which limits the scalability of WSD
model to very large datasets or incorporation of
WSD model into natural language processing sys-
tems.

Standard dimentionality reduction techniques in-
clude (1) supervised feature selection and super-
vised feature clustering when given labeled data, (2)
unsupervised feature selection, latent semantic in-
dexing, and unsupervised feature clustering when
only unlabeled data is available. Supervised fea-
ture selection improves the performance of an ex-
amplar based learning algorithm over SENSEVAL-
2 data (Mihalcea, 2002), Naive Bayes and deci-
sion tree over SENSEVAL-1 and SENSEVAL-2 data
(Lee and Ng, 2002), but feature selection does not
improve SVM and Adaboost over SENSEVAL-1

This paper deals with word sense disambiguatioand SENSEVAL-2 data (Lee and Ng, 2002) for

(WSD) problem, which is to assign an appropriatevord sense disambiguation.

Latent semantic in-

sense to an occurrence of a word in a given contexdexing (LSI) studied in (Sciltze, 1998) improves
Many corpus based statistical methods have bedime performance of sense discrimination, while un-
proposed to solve this problem, including supervisesupervised feature selection also improves the per-
learning algorithms (Leacock et al., 1998; Towel andormance of word sense discrimination (Niu et al.,
Voorheest, 1998), weakly supervised learning algd2004). But little work is done on using feature clus-
rithms (Dagan and Itai, 1994; Li and Li, 2004; Mi- tering to conduct dimensionality reduction for WSD.
halcea, 2004; Niu et al., 2005; Park et al., 2000This paper will describe an application of feature
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clustering technique to WSD task. of related work on feature clustering. Finally we will
Feature clustering has been extensively studiembnclude our work and suggest possible improve-

for the benefit of text categorization and documenment in section 6.

clustering. In the context of text categorization, su-

pervised feature clustering algorithms (Baker and Problem Setup

MchIIum, 1998; Bekkerman et al., 2093; Slomml_et X = {&:}", be a set of contexts of occur-

and Tishby, 2001) usually cluster words into groups .

T rences of an ambiguous word, wherex; repre-
based on the distribution of class labels over fea-

. sgnts the context of theéth occurrence, ana is
tures, which can compress the feature space mu

more aggressively while still maintaining state otPne total number of this word's occurrences.  Let
99 y g = {s;}j-; denote the sense tag setaf The first

the art classification accuracy. In the context o

: . examples:, (1 < g <) are labeled ag, (y, € S)
document clustering, unsupervised feature cluster-
. ) . L ~and othen (I+u = n) examplese, (I+1 < h < n)
ing algorithms (Dhillon, 2001; Dhillon et al., 2002; are unlabeled. The goal is to predict the sense of
Dhillon et al., 2003; El-Yaniv and Souroujon, 2001;

) . _~'in contextzy, by the use of label information of
Slonim and Tishby, 2000) perform word clusterlngancl similarity information among examplesia g

by the use of word-document co-occurrence matrix, .
We useF to represent feature clustering result

which can improve th rforman f men/ .
¢ _ca prove .t e performance of docume |tnto N~ clusters wher¥F' is a set of features. After
clustering by clustering documents over word clus; 3 . .
fers feature clustering, any context in X can be repre-
. . . sented as a vector over feature clustérsThen we
Supervised feature clustering algorithm groups .
. 2 (%an use supervised methods (ex. SVM) (Lee and
features into clusters based on the distribution . )
g, 2002) or semi-supervised methods (ex. label

e V& opagaton iortm) (i et 1 2009 0 pror

. . : sense disambiguation on unlabeled instances of tar-

data) into meaningful clusters since there are no

: . et word.

class labels associated with these unseen featurds.

On the_ other hand, while _given labeled data, un3 Semi-Supervised Feature Clustering

supervised feature clustering method can not uti- Algorithm

lize class label information to guide feature cluster-

ing procedure. While, as a promising classificatiomn supervised feature clustering proceBsgonsists

strategy, semi-supervised learning methods (Zhou ef features occurring in the firétabeled examples,

al., 2003; Zhu and Ghahramani, 2002; Zhu et alwhich can be denoted &s;. But in the setting of

2003) usually utilize all the features occurring in latransductive learning, semi-supervised learning al-

beled data and unlabeled data. So in this paper vg@rithms will utilize not only the features in labeled

propose a semi-supervised feature clustering algexamplesf), but also unseen features in unlabeled

rithm to overcome this problem. Firstly, we try toexamples (denoted ds;). F; consists of the fea-

induce class labels for unseen features based on tiages that occur in unlabeled data, but never appear

similarity among seen features and unseen featurés.labeled data.

Then all the features (including seen features and Supervised feature clustering algorithm usually

unseen features) are clustered based on the distrgerforms clustering analysis over feature-class ma-

ution of class labels over them. trix, where each entrgi, j) in this matrix is the num-
This paper is organized as follows. First, weber of times of th&-th feature co-occurring with the

will formulate a feature clustering based WSD probj-th class. Therefore it can not group featuregn

lem in section 2. Then in section 3 we will de-into meaningful clusters since there are no class la-

scribe a semi-supervised feature clustering algdoels associated with these features. We overcome

rithm. Section 4 will provide experimental resultsthis problem by firstly inducing class labels for un-

of various dimensionality reduction techniques wittseen features based on the similarity among features

combination of state of the art WSD algorithms orin F;, and F-, then clustering all the features (in-

SENSEVAL-3 data. Section 5 will provide a reviewcluding F;, andF+}) based on the distribution of class
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labels over them. bels for features irf’, while the operation in ste@
This semi-supervised feature clustering algorithmand7 is a local and global consistency based semi-

is defined as follows: supervised learning (LGC) algorithm (Zhou et al.,
Input: 2003) that smooth the classification result of LP al-
Feature sef” = Fy |J Fr (the first|F | features gorithm to acquire a soft label for each feature.

in F belong toFy,, and the remainingF| features At first sight, this semi-supervised feature cluster-

belong toF%), context setX, the label information ing algorithm seems to make little sense. Since we

of z4(1 < g < 1), N (the number of clusters iff); runfeature clustering in stey why not use LP algo-
Output: rithm to obtain soft label matrix fz-% for features

Clustering solutior? in Fi- by the use ofy’ 72:5 and W, then just apply
Algorithm: sIB directly to soft label matrix’ £5 (constructed

Y P,
1. ConstructF| xAX] feature-example matrix by catenating”“*> andY "77)?
X

MEX where entryM;; is the number of times of  1he reason for using LGC algorithm to acquire

f; co-occurring with example; (1 < j < n). soft labels for features i is that in the context
2. Form|F| x |F| affinity r%atri;W;iefined py ©f transductive leaming, the size of labeled data is
2 rather small, which is much less than that of un-

Wi = exp(—24) if i # jandWy = 0 (1 <
i,j < |F|), whered;; is the distance (ex. Euclid-
ean distance) betweef (thei-th row in A/FX) and

labeled data. This makes it difficult to obtain re-
liable estimation of class label’s distribution over
, ) A ) features from only labeled data. This motivates
f; (the j-th row in M%), ando is used to control ;¢ 4, se raw information (hard labels of features
the weightivi;. in F;) from labeled data to estimate hard labels
gls Construct|Fp| x |%| ];eqture-class MatriX of features inF-. Then LGC algorithm is used
Yi?, where the entryY; ” is the number of 4 smooth the classification result of LP algorithm
times of featuref; (fi € FL) co-occurring with  pageq on the assumption that a good classification
Senses;. should change slowly on the coherent structure ag-
4. Obtain Qarsd label matrix for features ¥y,  gregated by a large amount of unlabeled data. This
(denoted asv}, »") based ony "%, where entry operation makes our algorithm more robust to the
Y,os ;; = Lifthe hard label off; is s;, otherwise noise in feature-class matrix’=-“ that is estimated
zero. Obtain hard labels for features i using from labeled data.
a classifier based of’ andY,"*°. In this paper  In this papers is set as the average distance be-
we use label propagation (LP) algorithm (Zhu andween labeled examples from different classes, and

Ghahramani, 2002) to get hard labels fgy. Nz = |F|/10. Latent semantic indexing technique

5. ConstructF'| x | S| feature-class matriYhP;gil, (LSI) is used to perform factor analysisd®* be-
where entryyhivi =1 if the hard label off; is  fore calculating the distance between features in step
s;, otherwise zero. 2.

6. Construct the matrix, = D~'/2WD~1/2in _
which D is a diagonal matrix with itsi(i)-element 4 Experimentsand Results
equal to the sum of theth row of IV

7. Label each feature ifi as soft label/;"” % the
i-th row of Y F-S_ whereV FS — (I- aL)flyF,S For empirical study of dimensionality reduction

hard® . . .
8. Obtain the feature clustering solutidn by te_:chnl_ques on \.NSD tagk, we evaluated f!ve dlm_en-
sionality reduction algorithms on the data in English

lustering th VS into N~ o : .
¢ gsterlng the rows ot; . mj[o p groups. in Iﬁzxmal sample (ELS) task of SENSEVAL-3 (Mihal-
this paper we use sequential information bottlenec

(sIB) algorithm (Slonim and Tishby, 2000) to per_cea et al., 2004)(including all the 57 English words
form clustering analysis ' ) 1: supervised feature clustering (SuFC) (Baker and

End McCallum, 1998; Bekkerman et al., 2003; Slonim

Step3 ~ 5 are the process to obtain hard la- Available at http://iwww.senseval.org/senseval3

4.1 Experiment Design
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and Tishby, 2001), iterative double clustering (IDC¥eature-example space for which the axes lie along
(El-Yaniv and Souroujon, 2001), semi-supervisethe dimensions of maximum variance. After using
feature clustering (SemiFC) (our algorithm), supert.Sl on the example-feature matrix, we can get vec-
vised feature selection (SUFS) (Forman, 2003), artdr representation for each exampleXnin reduced
latent semantic indexing (LSI) (Deerwester et. alfeature space.

1990)2. For each ambiguous word in ELS task of

We usedsIB algorithm 2 to cluster features in SENSEVAL-3, we used three types of features to
Fy, into groups based on the distribution of class lacapture contextual information: part-of-speech of
bels associated with each feature. This procedurgighboring words with position information, un-
can be considered as our re-implementation of s@rdered single words in topical context, and local
pervised feature clustering. After feature clusteringollocations (as same as the feature set used in (Lee
examples can be represented as vectors over featared Ng, 2002) except that we did not use syntactic
clusters. relations). We removed the features with occurrence

IDC is an extension of double clustering methodrequency (counted in both training set and test set)
(DC) (Slonim and Tishby, 2000), which performs it-less than 3 times.
erations of DC. In the transductive version of IDC, e ran these five algorithms for each ambiguous
they cluster features if’ as distributions over class word to reduce the dimensionality of feature space
labels (given by the labeled data) during the firstrom |F| to | F'| /10 no matter which training data is
stage of the IDC first iteration. This phase results igsed (ex. full SENSEVAL-3 training data or sam-
feature cluster#’. Then they continue as usual; thatp|ed SENSEVAL-3 training data). Then we can ob-
is, in the second phase of the first IDC iteration theyajn new vector representation &f in new feature
group X into N clusters, whereX is represented space acquired by SuFC, IDC, SemiFC, and LS| or
as distribution overr”. Subsequent IDC iterations reduced feature set by SuFS.
use all the unlabeled data. This IDC algorithm can Then we used SVM and LP algorithm to per-
result in two clustering solutiong? and X. Follow-  form sense disambiguation on vectors in dimension-
ing (El-Yaniv and Souroujon, 2001), the number oflity reduced feature space. SVM and LP were eval-
iterations is set a5, andN 3 = |S| (the number of uated using accuracy (fine-grained score) on test
senses of target word) in our re-implementation ofet of SENSEVAL-3. For LP algorithm, the test set
IDC. After performing IDC, examples can be reprein SENSEVAL-3 data was also used as unlabeled
sented as vectors over feature clustérs data in tranductive learning process.

Supervised feature selection has been extensivelywe investigated two distance measures for LP: co-
studied for text categorization task (Forman, 2003)ine similarity and Jensen-Shannon (JS) divergence
Information gain (IG) is one of state of the art cri-(Lin, 1991). Cosine similarity measures the angle
teria for feature selection, which measures the dgetween two feature vectors, while JS divergence
crease in entropy when the feature is given vs. alneasures the distance between two probability dis-
sent. In this paper, we calculate IG score for eachibutions if each feature vector is considered as
feature inF, then select topf'|/10 features with  probability distribution over features.
highest scores to form reduced feature set. Thenpggr sense disambiguation on SENSEVAL-3 data,
examples can be represented as vectors over the §&s constructed connected graphs for LP algorithm
duced feature set. following (Niu et al., 2005): two instances v will

LSl is an unsupervised factor analysis techniquge connected by an edgeifis amongy’s k nearest

based on Singular Value Decomposition df¥ X neighbors, or ifv is amongu’s k nearest neighbors
|F'| example-feature matrix. The underlying tech-

nigue for LSl is to find an orthogonal basis for the “we usedSV M'*9" with linear kernel function, available
- at http://svmlight.joachims.org/.

“Following (Baker and McCallum, 1998), we use LSl as a  °If there are multiple sense tags for an instance in training
representative method for unsupervised dimensionality reduset or test set, then only the first tag is considered as correct
tion. answer. Furthermore, if the answer of the instance in test set is

3Available at http://www.cs.huji.ac.#énoamm/ “U”, then this instance will be removed from test set.
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as measured by cosine or JS distance meagtie. as dimensionality reduction method. SuFC, IDC,
5in later experiments. SuFS, and SemiFC use label information to guide

] feature clustering or feature selection, while LSl is
4.2 Experimentson Full SENSEVAL -3 Data an unsupervised factor analysis method that can con-
In this experiment, we took the training set induct dimensionality reduction without the use of la-
SENSEVAL-3 as labeled data, and the test set as ubel information from labeled data. This indicates
labeled data. In other words, all of dimensionalitythat using label information in dimensionality re-
reduction methods and classifiers can use the laldiiction procedure can cluster features into better
information in training set, but can not access thgroups or select better feature subsets, which results
label information in test set. We evaluated differin better representation of contexts in reduced fea-
ent sense disambiguation processes using test setune space.

SENSEVAL-3. N _
We use features with occurrence frequency no leés3 Additional Experiments on Sampled
than 3 in training set and test set as featureFstr SENSEVAL -3 Data

each ambiguous wordF' consists of two disjoint For investigating the performance of various dimen-
subsets:F;, and F'z. Fy, consists of features occur- sionality reduction techniques with very small train-
ring in training set of target word in SENSEVAL-3, ing data, we ran them with only, examples from
while F- consists of features that occur in test setyaining set of each word in SENSEVAL-3 as la-
but never appear in training set. beled data. The remaining training examples and

Table 1 lists accuracies of SVM and LPall the test examples were used as unlabeled data
without or with dimensionality reduction on full for SemiFC or LP algorithm. Finally we evaluated
SENSEVAL-3 data. From this table, we have somelifferent sense disambiguation processes using test
findings as follows: set in SENSEVAL-3. For each labeled set size

(1) If without dimensionality reduction, the bestwe performed 20 trials. In each trial, we randomly
performance of sense disambiguation 18.3% sampledi,, labeled examples for each word from
(LPjys), while if using dimensionality reduction, training set. If any sense was absent from the sam-
the best two systems can achiés®8% (SuF'S + pled labeled set, we redid the samplirig.is set as
LPjs) and69.0% (SemiFC + LPjs) accuracies. Ny, trqin % 10%, where Ny, irqin is the number of
It seems that feature selection and feature clusterimxamples in training set of word. Other settings
can significantly reduce the dimensionality of feaof this experiment is as same as that of previous one
ture space while losing only aboui0% accuracy.  in section 4.2.

(2) Furthermore,LP;g algorithm performs bet-  In this experiment, feature setis as same as that
ter than SVM when combined with the same dimenin section 4.2.F}, consists of features occurring in
sionality reduction technique (except IDC). Noticesampled training set of target word in SENSEVAL-
that LP algorithm uses unlabelled data during its dis3, while F- consists of features that occur in unla-
ambiguation phase while SVM doesn’t. This indi-beled data (including unselected training data and all
cates that using unlabeled data helps to improve tliee test set), but never appear in labeled data (sam-
performance of sense disambiguation. pled training set).

(3) When using LP algorithm for sense disam- Table 2 lists accuracies of SVM and LP with-
biguation, SemiFC performs better than other feasut or with dimensionality reduction on sampled
ture clustering algorithms, such as SuFC, IDCSENSEVAL-3 training dat&. From this table, we
This indicates that clustering seen and unseen fehave some findings as follows:
tures can satisfy the requirement of semi-supervised (1) If without dimensionality reduction, the best
learning algorithm, which does help the classificaperformance of sense disambiguation is 54.9%
tion process. (LPjs), while if using dimensionality reduction, the

(4) When using SUFC, IDC, SuFsS, or SemiFC for—; _ o

We can not obtain the results of IDC over 20 trials since it

d?mens?onali.ty r_edUCtion’ the performance O_f S€NS&sts about 50 hours for each trial (Pentium 1.4 GHz CPU/1.0
disambiguation is always better than that using LS&B memory).
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Table 1: This table lists the accuracies of SVM and LP without or with dimenktipmaduction on full
SENSEVAL-3 data. There is no result f@&1S1 + LPj;g, since the vectors obtained by LSI may contain

negative values, which prohibits the application of JS divergence fosumieg the distance between these
vectors.

Without With various dimensionality
dimensionality reduction techniques
Classifier| reduction | SUFC| IDC | SuFS| LSI | SemiFC
SVM 69.7% 66.4% | 65.1% | 65.2% | 59.1% | 64.0%
LP.osine 68.4% 66.7% | 64.9% | 66.0% | 60.7% | 67.6%
LPjg 70.3% 67.2% | 64.0% | 69.8% - 69.0%

Table 2: This table lists the accuracies of SVM and LP without or with dimenkipmaduction on sam-
pled SENSEVAL-3 training data. For each classifier, we performed gh&itest between the system using
SemiFC for dimensionality reduction and any other system with or without dimeaigipreduction.> (or
<) means p-value< 0.01, while > (or <) means p-value falling int¢0.01, 0.05]. Both>> (or <) and>
(or <) indicate that the performance of current WSD system is significantly l{etterorse) than that using
SemiFC for dimensionality reduction, when given same classifier.

Without With various dimensionality
dimensionality reduction techniques
Classifier reduction SuFC \ SuFs \ LSl | SemiFC
SVM [ 53.4:1.1% () | 50.4£1.1% ) | 52.2£1.2% () | 49.8£0.8% (<) | 51.5:1.0%
LP.osine | 54.4t£1.2% () | 49.5+1.1% ) | 51.1+1.0% ) | 49.8+1.0% () | 52.9+1.0%
LPjs | 54.9:1.1% (>) | 52.0+0.9% () | 52.5+1.0% (<) - 54.14+1.2%

best performance of sense disambiguation is 54.1&nbiguation. This observation confirmed our previ-
(SemiF'C + LPjg). Feature clustering can signif- ous conclusion that using label information to guide
icantly reduce the dimensionality of feature spacdimensionality reduction process can result in bet-
while losing only0.8% accuracy. ter representation of contexts in feature subspace,
(2) LP;s algorithm performs better than SvM Which further improves the results of sense disam-
when combined with most of dimensionality reduciguation.
tion techniques. This result confirmed our previou
conclusion that using unlabeled data can improv

the sense disambiguation process. Furthermonegature clustering has been extensively studied for
SemiFC performs significantly better than SUFC anghe benefit of text categorization and document clus-
SuFS when USing LP as the classifier for sense diﬁ;ring, which can be Categorized as Supervised fea-
ambiguation. The reason is that when given veryre clustering, semi-supervised feature clustering,
few labeled examples, the distribution of class labelgng unsupervised feature clustering.

over features can not be reliably estimated, which Supervised feature clustering algorithms (Baker
deteriorates the performance of SUFC or SUFS. Bghd McCallum, 1998; Bekkerman et al., 2003:
SemiFC uses only raw label information (hard labeg|onim and Tishby, 2001) usually cluster words into
of each feature) estimated from labeled data, whichroups based on the distribution of class labels over
makes it robust to the noise in very small labelegeatures. Baker and McCallum (1998) apply super-
data. vised feature clustering based on distributional clus-
(3) SUFC, SuFS and SemiFC perform better thatering for text categorization, which can compress
LSI no matter which classifier is used for sense dighe feature space much more aggressively while still

Related Wor k
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maintaining state of the art classification accuracyased collocations for supervised WSD. Three sep-
Slonim and Tishby (2001) and Bekkerman et. alarate sources of word relatedness are used for
(2003) apply information bottleneck method to findthese collocations: 1) WordNet hypernym rela-
word clusters. They present similar results with théons; 2) cluster-based word similarity classes; and
work by Baker and McCallum (1998). Slonim and3) dictionary definition analysis. Their system
Tishby (2001) goes further to show that when thachieved56.6% fine-grained score on ELS task of
training sample is small, word clusters can yield sSigSENSEVAL-3. In contrast with their work, our data-
nificant improvement in classification accuracy.  driven method for feature clustering based WSD
Unsupervised feature clustering algorithmsioes not require external knowledge resource. Fur-
(Dhillon, 2001; Dhillon et al., 2002; Dhillon et al., thermore, ouSemiEF'C+ LP;s method can achieve
2003; El-Yaniv and Souroujon, 2001; Slonim and9.0% fine-grained score on the same dataset, which
Tishby, 2000) perform word clustering by the useshows the effectiveness of our method.
of word-document co-occurrence matrix, which do .
not utilize class labels to guide clustering proces® Conclusion

Slonim and Tishby (2000), El-Yaniv and Souroujonp, this paper we have investigated feature clustering
(2001) and Dhillon et. al. (2003) show that wortiechniques for WSD, which usually group features
clusters can improve the performance of documerito clusters based on the distribution of class labels
clustering. over features. We propose a semi-supervised fea-
El-Yaniv and Souroujon (2001) present an iteragre clustering algorithm to satisfy the requirement
tive double clustering (IDC) algorithm, which per-qf semi-supervised classification algorithms for di-
forms iterations of double clustering (Slonim a”%ensionality reduction in feature space. Our ex-
Tishby, 2000). Furthermore, they extend IDC algoperimental results on SENSEVAL-3 data show that
rithm for semi-supervised learning when given botheatyre clustering can aggressively reduce the di-
labeled and unlabeled data. mensionality of feature space while still maintaining
Our algorithm belongs to the family of semi-gtate of the art sense disambiguation accuracy. Fur-
supervised feature clustering techniques, which C3Rermore, when combined with a semi-supervised
utilize both labeled and unlabeled data to perfornyysp algorithm, semi-supervised feature cluster-
feature clustering. ing outperforms supervised feature clustering and
Supervised feature clustering can not group Unsther dimensionality reduction techniques. Our ad-
seen features (features that do not occur in labelggional experiments on sampled SENSEVAL-3 data
data) into meaningful clusters since there are nggicate that our semi-supervised feature clustering
class labels associated with these unseen featurgsathod is robust to the noise in small labeled data,

Our algorithm can overcome this problem by inducyhich achieves better performance than supervised
ing class labels for unseen features based on the sifaztyre clustering.

ilarity among seen features and unseen features, theny the future, we may extend our work by using
clustering all the features (including both seen fegyore datasets to empirically evaluate this feature
tures and unseen features) based on the distributigp;stering algorithm. This semi-supervised feature
of class labels over them. clustering framework is quite general, which can be
Compared with the semi-supervised version ofpplied to other NLP tasks, ex. text categorization.
IDC algorithm, our algorithm is more efficient, since Acknowledgements We would like to thank
we perform feature clustering without iterations. anonymous reviewers for their helpful comments.

The difference between our algorithm and unsuy v, Nju is supported by A*STAR Graduate Schol-
pervised feature clustering is that our algorithm degrghip,
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