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The work presented in this paper deals with con-
fidence estimation for machine translation (MT).
Since sentences produced by a machine translation
system are often incorrect but may contain correct
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Abstract

Confidence measures for machine transla-
tion is a method for labeling each word in
an automatically generated translation as
correct or incorrect. In this paper, we will
present a new approach to confidence es-
timation which has the advantage that it
does not rely on system output suchMas
best lists or word graphs as many other
confidence measures do. Itis, thus, appli-
cable to any kind of machine translation
system.

Experimental evaluation has been per-
formed on translation of technical manu-
als in three different language pairs. Re-
sults will be presented for different ma-
chine translation systems to show that the
new approach is independent of the under-
lying machine translation system which
generated the translations. To the best
of our knowledge, the performance of the
new confidence measure is better than that
of any existing confidence measure.

Introduction

}@informatik.rwth-aachen.de

Confidence measures have been extensively stud-
ied for speech recognition, but are not well known
in other areas. Only recently have researchers
started to investigate confidence measures for ma-
chine translation (Blatz et al., 2004; Gandrabur and
Foster, 2003; Quirk, 2004; Ueffing et al., 2003).

We apply word confidence measures in MT as fol-
lows: For a given translation generated by a machine
translation system, we determine a confidence value
for each word and compare it to a threshold. All
words whose confidence is above this threshold are
tagged as correct and all others are tagged as incor-
rect translations. The threshold is optimized on a
distinct development set beforehand.

Possible applications for confidence measures in-
clude

e post-editing, where words with low confidence
could be marked as potential errors,

e improving translation prediction accuracy in
trans-type-style interactive machine transla-
tion (Gandrabur and Foster, 2003; Ueffing and
Ney, 2005),

e combining output from different machine
translation systems: hypotheses with low confi-
dence can be discarded before selecting one of
the system translations (Akiba et al., 2004), or
the word confidence scores can be used for gen-
erating new hypotheses from the output of dif-
ferent systems (Jayaraman and Lavie, 2005), or
the sentence confidence value can be employed
for re-ranking (Blatz et al., 2003).

parts, a method for identifying those correct parts

and finding possible errors is desirable. For this pur- In this paper, we will present several approaches
pose, each word in the generated target sentencadsword-level confidence estimation and develop a
assigned a value expressing the confidence that itnew phrase-based confidence measure which is in-
correct.
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generated the translation. The paper is organized 22 Review of phrase-based translation system

follows: In section 2, we will briefly review the sta- £, the confidence measures which will be intro-

tistical approach to machine translation. The phrasgy,ced in section 5, we use a state-of-the-art phrase-
based translation system, which serves as basis {Qfsaq approach as described in (Zens and Ney
the new confidence measure, will be presented o4y, The key elements of this translation approach
section 2.2. Section 3 will give an overview of ré-gre pilingual phrases, i.e. pairs of source and target
lated work on confidence estimation for statlstlcajanguage phrases where a phrase is simply a con-
machine translation (SMT). In section 4, we williq,,0us sequence of words. These bilingual phrases

describe methods for confidence estimation whicgre extracted from a word-aligned bilingual training
make use of SMT system output such as Worgorpus.

graphs andV-best lists. In section 5, we will present  \ye will present the equations for a mono-
the new phrase-based confidence measure. Sectiofie search here in order to keep the equa-
contains a short description of an IBM-1 based con;gns simple. Let(jX,iX) be a segmentation of

fidence measure to which we will compare the Othqhe source sentence into phrases, with the cor-

measures. Experimental evaluation and comparisasponding (bilingual) phrase pairfy, é;) =

of the different confidence measures will be showr@fjk etk = 1 . The thrase.
. i i i Jeo1+ 1 €1 h R = L A
in section 7, and section 8 will conclude the paper. paceqd approach to SMT is then expressed by the fol-

lowing equation:

51 i—1\A
2.1 General ¢ = argmax { 11 {01 -pleile”3) 1] )
Jo »to A€ 1=
In statistical machine translation, the translation is KO o
modeled as a decision process: Given a source string. H {02 p(fu| )72 - p(Er | fr)®

2 Statistical machine translation ;
1

fi=fi...fj... f7, we seek the target strind = k1
e1...e;...er with maximal posterior probability: Jk \ ix . }
g I swla 1 paliv]},
& = argrr)ax{Pr(e{ ‘ fi])} 1) J=je_1+1 i=ip_ 141
I,el - ~
_ Ty I wherep(fi | €;) andp(éx | fi) are the phrase lexicon
- ar?z?ax{Pr(fl le1) Pr(el)} models in both translation directions. The phrase

translation probabilities are computed as a log-linear
Through this decomposition of the probability, weinterpolation of the relative frequencies and the
obtain two knowledge sources: the translatiolBM-1 probability. The single word based lexicon
model Pr(f{ | e!) and the language modét-(ef). models are denoted agf; | é;) andp(e; | fx), re-
Both of them can be modeled independently of eactpectively.p(f; | €) is defined as the IBM-1 model
other. The translation model is responsible for linkprobability of f; over the whole phrasé;, and
ing the source string’{ and the target string!, p(e;| fk) is the inverse model, respectively.
i.e. it captures the semantics of the sentence. Thec; is the so-called word penalty, and is the
target language model captures the well-formednepirase penalty, assigning constant costs to each tar-
or the syntax in the target language. Nowadaysgiet language word/phrase. The language model
most of the state-of-the-art SMT systems are basésl a trigram model with modified Kneser-Ney dis-
on bilingual phrases (Bertoldi et al., 2004; Koehrcounting and interpolation (Stolcke, 2002). The
et al., 2003; Och and Ney, 2004; Tillmann, 2003search determines the target sentence and segmen-
Vogel et al., 2004; Zens and Ney, 2004). Note thagation which maximize the objective function.
those phrases are sequences of words in the two lan-As equation 2 shows, the sub-models are com-
guages and not necessarily phrases in the linguistined via weighted log-linear interpolation. The

sense. A more detailed description of a phrase-basetbdel scaling factora, ..., A\; and the word and
approach to statistical machine translation will bgphrase penalties are optimized with respect to some
given in section 2.2. evaluation criterion (Och, 2003), e.g. BLEU score.
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3 Confidence measures for SMT 4 System based confidence measures

3.1 Related work In this section, we will present confidence measures
_ _ which are based oV-best lists or word graphs gen-
In this paper, we will present a new approach @ ,ieq by the SMT system. Those are representa-

wc_)r_d—level confidence estimation W_h'Ch makes €Xong of the space of the most likely translations of
plicit use of a phrase-based translation model. MO$a source sentence

of the word-level confidence measures which have The summation given in equation 3 is performed

been presented in the literature so far are eithef e 5 sentences which are contained inMdest

based on relatively simple translation models sucﬁgt or word graph. For a more detailed description,
as IBM-1 (Blatz et al., 2003) or make use of infor-See (Ueffing et al., 2003)
mation provided by the SMT system suchMisbest K '

lists or word graphs (Blatz et al., 2003; Gandrabusi.1 Word graph based approach

and Foster, 2003; Ueffing et al., 2003). In contrasthe word posterior probability;(e | f{) can be

to this, our method is based on a state-of-the-aghcylated over a word graph using the forward-
statistical machine translation model, but ”e"erthebackward algorithm.

less is independent of the machine translation sys-| gt n’,n be nodes in aword graph, ate, n) the

tem which generates the translation hypotheses. jirected edge connecting them. The edge is anno-
The word-level confidence measures whichated with a target word which we denotediy’, n)

showed the best performance in comparative expetind the probability which this word contributes to

ments (Blatz et al., 2003) are word posterior probthe overall sentence probability, denotediy’, n).

abilities and the IBM-1 based measure. Our new The forward probabilityd; (rn’, n) of an edge is

confidence measure will be compared to those aghe probability of reaching this edge from the source

proaches in section 7.3. of the graph, where the wordn/’, n) is thei-th word
_ o on the path. It can be obtained by summing the prob-
3.2 Word posterior probabilities abilities of all incoming paths of length— 1, which

The confidence of a target word can be expressed Bjjows for recursive calculation. This leads to the
its posterior probability, i.e. the probability of thefollowing formula:

word to occurint_hetarget sentence, givgnthe source §;(n/,n) = p(n',n)- Z O, (0" 0) .
sentence. Consider a target werdccurring in the 7

sentence in positioft. The posterior probability of . .
this event can be determined by summing over all The backward probability expresses the probabil-

possible target sentence€/scontaining the word in Ity of completing a sentence from the current edge,
position: r i.e. of reaching the sink of the graph. It can be de-

termined recursively in descending order: @fs fol-
pile. f{) = > plel, /) (3) lows:
Lef: ej=e i(n',n) = p(n',n)-> ¥iq(n,n*).

This value has to be normalized in order to ob-

tain a probability distribution over all possible target
nap ity dIStrbUt v poss| g posterior probability of worck in positioni is de-

Using the forward-backward algorithm, the word

ds: . y
wores termined by combining the forward and backward
pilel f) M 4) probabilities of all edges which are annotated with
o > pi(e, f7) e. This yields
e/ (Dz n/,n . \Ijz n’,n
pile, f{) = (n) - Wilws )

This is a rather strict assumption, because the position of a ! p(n’, n)
word in the target sentence can differ largely due to reorderings
in the translation process. We present this variant here to ke .
the notation simple. Improved methods will be shown in th(j‘\l?Ote that (for computational reasons) the term

following sections. p(n’,n) is included both in the forward and in the

(n',n): e(n’,n)=e

765



backward probability so that we have to divide thél'he confidence of worelthen depends on the source
product by this term. sentencef; as well as the target sentenef be-

To obtain a posterior probability, a normalizationcause the whole target sentence is relevant for the
as shown in equation 4, has to be performed. THeevenshtein alignment.

normalization termx := " p;(€/, f{) corresponds _
N o 5 Phrase-based confidence measures
to the probability mass contained in the word graph

and can be calculated by summing the backwarl contrast to the approaches presented in section 4,
probabilities of all outgoing edges leaving the sourcthe phrase-based confidence measures do not not use

s of the graph: the context information at the sentence level, but
only at the phrase level. We want to determine a
o = )\I’l(s’”) . sort of marginal probabilityQ(e, f{’). Therefore,

(s,n

we extract all source phrasgé™® which occur in
As stated above, the position of wardn the tar- the given source sentence. For such source phrases,
b . . . +t . g
get sentence can vary due to reorderings in the tran€ find the possible translatiors™ in the bilin-
lation process. Therefore, we would like to rela3u@l phrase lexicon. The confidence of target word

the condition that has to occur exactly in position € IS then calculated by summing over all phrase pairs

~ ) X h i j+s i+t i+t ;
i. This can be achieved by introducing a windowl/;  +€i ) where the target parf™ contains the

of sizet over the neighboring target positions angverde.

computing the sum of the word posterior probabili- L€t p(e;™") be the language model score of the
ties over all positions — ¢, ... ,i,....i+t. Inour targetphrase together with the word penaityi.e.
experiments we found that a window oveB posi- i+t

tions yields the best performance. pei™) = T e1 - plew | b= .

4.2 N-best list based approach o

; j+s i+t
N-best lists are an alternative representation of t nalogously, defing(f; ™, e; ") as the score of the

space of translation hypotheses. They have the a hrase pair which consists of the phrase penalty and

vantage that the Levenshtein alignment between 1€ phrase and word lexicon model scores (cf. sec-

hypothesis and all sentences contained in the list cé'ﬁn 2.2). Following equation 2, the (unnormalized)

be performed easily. This makes it possible to Conc_onfldence IS the.n{detezmllr;ed as
J miny{Smax,J —J)

sider not only target sentences, which contain the J

word e exactly in a positioni (as given in equa- Qe fi) = Z Z

tion 3), but to allow for some variation. = » e i
Let £(e!,él) be the Levenshtein alignment be- _ 2 _ p(e;™) - p(fi ™),

tween sentenceg andé{. Then,Z; (e, é{) denotes e o

‘e ce;
the Levensh:[ein alignment of worg, i.e. the word \yheres < smax andt are source and target phrase
in sentencé{ whiche; is Levenshtein-aligned to. |engths, Smax being the maximal source phrase
The word posterior probability is then calculatedength.

by summing over all target sentences containing |n equation 7, the language model only deter-

word e in a position which is Levenshtein-alignedmines the probability of the words within the tar-
to i get part of the phrase, and not across the phrase
ied oy pile fi 1 el) boundaries, because we consider only the single tar-
pilelfi, Ier) = S e, [ ,el) get phrases without context. Therefore, we assumed

e RER that the language model would not have much influ-
ence on the confidence estimation and also investi-
) gated a model without a language model. The same
pile, f{, I,el) = p(el, f{). (6) holds for word and phrase penalty: In the translation
Tel: £i(el &l)=e process they are useful for adjusting the length of the

(7)

where
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generated target hypothesis and for assigning mownee apply this method here in order to compare it to
weight to longer phrases. Since this does not makke other types of confidence measures.
much sense in our setting, we also investigated con- )
fidence estimation without word and phrase penalty. EXperiments
Note that the value calculated in equation 7 ig 1 Experimental setting
not normalized. In order to obtain a word posterior

probability, we divide this value by the sum over theThe experiments were performed on three different

(unnormalized) confidence of all target words: language pairs. All corpora were compiled in the EU
Qle, 1) project TransType2; they consist of technical manu-
v J 1

ponr(e| fi) = = T (8) als. The corpus statistics are given in table 1. The
;Q(e I1) SMT systems that the confidence estimation was

Unlike the word posterior probabilities presentec?erformed for were trained on these corpora. The

in the previous section, this value is completely insame holds for the probability models that were used

dependent of the target sentence position in whidR estimate the word confidences. _
the worde oceurs. We used several (S)MT systems for testing the

As stated in section 2.2, the scaling factors of th89”f'dence measures. A detailed analysis will be

different sub-models and the penalties in the tran§iVeN for two of them; the so-called alignment tem-

lation system are optimized with respect to somBIate system (Och and Ney, 2004), (denotegl as AT
evaluation criterion. But since the values which ard! the tabl_es) qnd the_ phrase-based translatlop sys-
optimal for translation are not necessarily optimaﬁern described in section 2.2 (denoted as PBT in the
for confidence estimation, we perform optimizatior{ables)' They are both state-of-the_—art SMT systems,
here as well: We train the probability models on théNe produced single best translations, word graphs

training corpus, estimate the word confidences ofnd N-best lists on all three language pairs using
ese systems. The translation quality in terms of

the development corpus, and optimize the scaling/ ition ind q 5
factors with respect to the classification error rat ER, PER (position in iepen er_1t word error rate),
BLEU and NIST score is given in tables 2 and 3.

described in section 7.2. The optimization is per: ) '
formed with the Downhill Simplex algorithm (Presswe see that the best results are obtained on Spanish

et al., 2002). to English translatioq, followed by French to English
and German to English.
6 IBM-1 based approach Two more translation systems were used for com-

Another t f confid hich d garative experiments: One is a statistical MT system
hother type ot confidence measure which does nv&hich is based on a finite state architecture (FSA).

rely on system output and is thus applicable to aV¥or a description of this system, see (Kanthak et al.,

kind of machine translation system is the IBIVI'12005). Additionally, we used translations generated

model based confidence measure which was 'ntrBS/ SystraA. Table 3 presents the translation error

duced in (Blatz et al., 2003). We modified this CON- Ztes and scores for all systems on the German

:‘ldgnce me;sz_rﬁ[ becaléstehwe fougd thattth de Sviga@ﬁglish test corpus. These hypotheses were used
exicon probability used there 1S dominated by the, investigate whether the phrase-based confidence

maximum. Therefqre, we determine theaximal measures perform well independently of the transla-
translation probability of the target woerdover the

N ds: tion system.
source sentence onr s All three SMT systems (AT, PBT and FSA) show
pBum-1(elfi) = ji%?ffjp(dfj) ; () very similar performance on the GermanEnglish

test corpus. The fact that Systran generates transla-
tions of much lower quality is due to the fact that the
technical manuals are very specific in terminology,
and the SMT systems have been trained on similar

where f is the “empty” source word (Brown et al.,
1993). The probabilities(e| f;) are word-based lex-
icon probabilities.

Investigations on the use of the IBM-1 model
for word confidence measures showed promising r&orpora.
sults (Blatz et al., 2003; Blatz et al., 2004). Thus, ?http://babelfish.altavista.com/tr, June 2005
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Table 1: Statistics of the training, development and test corpora.
| French | English | Spanish| English | German| English |

TRAIN Sentences 53046 55761 49376
Running Words| 680796| 628329 752606| 665399 537464 | 589531
Vocabulary| 15632 | 13816 || 11050 | 7956 23845 | 13223
DEev Sentences 994 1012 964
Running Words| 11674 | 10903 | 15957 | 14278 | 10462 | 10642
OO0Vs 184 141 54 27 147 29
TEST Sentences 984 1125 996
Running Words| 11709 | 11177 || 10106 | 8370 11704 | 12298
OO0vVs 204 201 69 49 485 141

.Iopment set beforehand. The performance of the con-
fidence measure is evaluated using@assification
Error Rate (CER). This is defined as the number of
incorrect tags divided by the total number of gener-
ated words in the translated sentence. The baseline
CER is determined by assigning the most frequent
class to all translations. In the case that the most fre-
qguent class is “correct” (meaning at least half of the
words in the generated translation are correct w.r.t.
to WER), this is the number of substitutions and in-
sertions, divided by the number of generated words.
The CER strongly depends on the tagging threshold.
Therefore, the tagging threshold is adjusted before-
hand (to minimize CER) on a development corpus
distinctto the test set.

Table 2: Translation quality of systems AT and PB
on the test corpora described in table 1.

AT PBT
S—E | F—E | S—~E | F—E
WER[%] | 29.6 | 54.8 | 26.1 | 54.9
PER[%] 20.1 | 43.7 | 175 | 434
BLEU[%] | 63.4 | 315 | 66.9 | 31.3
NIST 8.80 | 6.64 | 898 | 6.62

Table 3: Translation quality of all MT systems on
the German— English test corpus.
| AT | PBT | FSA| Systran|
WER([%] | 62.7| 61.6 | 63.2| 79.2
PER[%] | 49.8| 49.6| 50.4| 66.4
BLEU[%] | 26.6 | 25.7 | 26.5| 12.0
NIST 592| 5.72| 5.79| 4.09

7.3 Experimental results

Table 4 shows the performance of all different con-
fidence measures on the hypotheses generated by

To determine the true class of each word in a gedbe alignment template system and the phrase-based
erated translation hypothesis, we use the word esystem. For the baseline CER, we determined the
ror rate (WER). That is, a target word is considere§0%- and 99%-confidence intervals using the boot-
correct if it is aligned to itself in the LevenshteinStrap estimation method described in (Bisani and
alignment between hypothesis and reference traf¥ey, 2004§. We see that, in all settings but one, the
lation(s). We also investigated PER based classiff*ord graph and theV-best list based method out-
cation, but since the tendencies of the results weRerform the IBM-1 based confidence measure. On

similar, we omit them here. French— English, the improvement over the base-
line is significant at the 1%-level for these methods,
7.2 Evaluation metrics whereas on Spanisk English this is only the case

o ) .
After computing the confidence measure, each gere}aE 10%. The performance of thg-best list based

erated word is tagged as eitharrector false de- approach is better than that of the word graph based

pending on whether its confidence exceeds the tag- stne (o0 is freely available from http:/Awww-i6 informatik.
ging threshold that has been optimized on the develxth-aachen.de/web/Software/index.html
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confidence measures for the alignment template sys-The task investigated in this work was a text trans-

tem. This is probably due to the fact that the formelation task in the domain of technical manuals. We

can take the Levenshtein alignment into account arate currently investigating the use of word-level con-

thus estimate the word confidence more reliably. fidence measures on data from the European parlia-
The phrase-based confidence measures showngnt. It will be interesting to see whether a similar

performance which is clearly better than that of thg¢gerformance can be achieved on this large vocabu-

other methods. We obtain a relative improvement dairy speech translation task.

up to 7.8% over the best existing method on these

language pairs. The improvement over the baselifécknowledgement

is significant even at the 1%-level in all cases. ~ This work was partly funded by the European Union
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Table 4: CER for different confidence measures, reference based on WER. Hypotheses from the alignment
template system and the phrase-based system. The best value is printed in bold.

alignment template systemn phrase-based system
Model S—E F—E S—E F—E
Baseline 20.8 42.5 19.2 42.7

99%-confidence interval [18.8,22.7]| [40.1,44.7] || [17.2,21.2]| [40.4,45.0]

90%-confidence interval [19.6,22.1]| [40.9,43.9] || [17.9,20.5]| [41.2,44.2]
Word graphs from the system (eq. 5) 20.1 32.9 17.9 30.5
N-best lists from the system (eq. 6 19.8 31.9 17.9 30.9
phrase-based (eq. 8) 17.5 30.2 16.5 30.0
without language model 17.4 30.3 16.5 30.3
without word and phrase penalty 17.5 30.6 16.9 30.5

| IBM-1 (eq. 9) | 200 | 341 | 183 [ 351 |

Table 5: CER for different confidence measures on the Germ&mglish test set, reference based on WER.
Hypotheses from different MT systems.

| Model | AT | PBT | FSA [ Systran |
Baseline 49.2 48.4 46.6 37.4
99%-confidence interval [48.6,53.1] | [45.9,50.7]| [44.2,49.0]| [36.0,38.9]
phrase-based (eq. 8) 27.6 26.4 30.2 24.3
IBM-1 (eq. 9) 32.8 32.8 37.0 31.9
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