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Abstract to produce reliable results. Unfortunately, very

_ few sense-tagged corpora are available and manual
We present a novel almost-unsupervised  sense-tagging is extremely costly and labour inten-
approach to the task of Word Sense Dis-  gjye. One way to tackle this problem is trying to

ambiguation (WSD). We build sense ex-  gytomate the sense-tagging process. For example,
amples automatically, using large quanti-  Agirre et al. (2001) proposed a method for building
ties of Chinese text, and English-Chinese  topjc signatures automatically, where a topic signa-
and Chinese-English bilingual dictionar- e is a set of words, each associated with some

ies, taking advantage of the observation  ejght, that tend to co-occur with a certain concept.

that mappings between words and mean-  Thejr system queries an Internet search engine with
ings are often different in typologically monosemous synonyms of words that have multiple
distant languages. We train a classifier on  genses in WordNet (Miller et al., 1990), and then ex-

the sense examples and test it on a gold  {racts topic signatures by processing text snippets re-
standard English WSD dataset. The eval-  tyred by the search engine. They trained a classifier
uation gives results that exceed previous  on the topic signatures and evaluated it on a WSD

state-of-the-art results for comparable sys- a5k, but the results were disappointing.
tems. We also demonstrate that a little

manual effort can improve the quality of
sense examples, as measured by WSD ac-
curacy. The performance of the classifier
on WSD also improves as the number of
training sense examples increases.

In recent years, WSD approaches that exploit
differences between languages have shown great
promise. Several trends are taking place simulta-
neously under this multilingual paradigm. A clas-
sic one is to acquire sense examples using bilin-
gual parallel texts (Gale et al., 1992; Resnik and
Yarowsky, 1997; Diab and Resnik, 2002; Ng et al.,
2003): given a word-aligned parallel corpus, the dif-

The results of the recent Senseval-3 competitiof¢rent translations in a target language serve as the
(Mihalcea et al., 2004) have shown that supervise@€nse tags” of an ambiguous word in the source
WSD methods can yield up t82.9% accuracy language. For example, Ng et al. (2003) acquired
on words for which manually sense-tagged data af€nse examples using English-Chinese parallel cor-
available. However, supervised methods suffer frorora, which were manually or automatically aligned
the so-called knowledge acquisition bottleneck: thegt sentence level and then word-aligned using soft-
need large quantities of high quality annotated datgare. A manual selection of target translations was
—Y— _ _ __then performed, grouping together senses that share
This figure refers to the highest accuracy achieved in th

Senseval-3 English Lexical Sample task with fine-grained scof—he same translation in Chmese' F_mally, the occur-
ing. rences of the word on the English side of the parallel

1 Introduction
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texts were considered to have been disambiguat@004f. We evaluated the sense examples using a
and “sense tagged” by the appropriate Chinese trangector space WSD model on a small dataset con-
lations. A classifier was trained on the extractedhaining words with binary senses, with promising
sense examples and then evaluated on the noungé@sults. This approach does not rely on scarce re-
Senseval-2 English Lexical Sample dataset. The rgeurces such as aligned parallel corpora or accurate
sults appear good numerically, but since the sengarsers.
groups are not in the gold standard, comparison with This paper describes further progress based on our
other Senseval-2 results is difficult. As discussed byroposal: we automatically build larger-scale sense
Ng et al., there are several problems with relying oexamples and then train a Na Bayes classifier on
bilingual parallel corpora for data collection. First,them. We have evaluated our system on the English
parallel corpora, especially accurately aligned pat-exical Sample Dataset from Senseval-2 and the re-
allel corpora are rare, although attempts have bea&ults show conclusively that such sense examples
made to mine them from the Web (Resnik, 1999)an be used successfully in a full-scale fine-grained
Second, it is often not possible to distinguish allWSD task. We tried to analyse whether more sense
senses of a word in the source language, by meredxamples acquired this way would improve WSD
relying on parallel corpora, especially when the coraccuracy and also whether a little human effort on
pora are relatively small. This is a common problensense mapping could further improve WSD perfor-
for bilingual approaches: useful data for some wordsance.
cannot be collected because different senses of poly-The reminder of the paper is organised as fol-
semous words in one language often translate to thevs. Section 2 outlines the acquisition algorithm
same word in the other. Using parallel corpora cafor sense examples. Section 3 describes details of
aggravate this problem, because even if a word senisgilding this resource and demonstrates our appli-
in the source language has a unique translation in tk@tion of sense examples to WSD. We also present
target language, the translation may not occur in th@sults and analysis in this section. Finally, we con-
parallel corpora at all, due to the limited size of this|ude in Section 4 and talk about future work.
resource.

To alleviate these problems, researchers se& Acquisition of Sense Examples

other bilingual resources such as bilingual dictio- ) )
naries, together with monolingual resources that cdrP!lOWing our previous proposal (Wang, 2004), we

be obtained easily. Dagan and Itai (1994) proposéq*jtomatically acquire English sense examples using

an approach to WSD using monolingual corpora, large quantities of Chinese text and English-Chinese

bilingual lexicon and a parser for the source lan@"d Chinese-English dictionaries. The Chinese lan-

guage. One of the problems of this method is that fdfU@9€ was chosen because it is a distant language
many languages, accurate parsers do not exist. Wiim English and the more distant two languages

a small amount of classified data and a large amoufifé: the more likely that senses are lexicalised differ-

of unclassified data in both the source and the taf"tly (Resnik and Yarowsky, 1999). The underlying

get languages, Li and Li (2004) proposed bi”ngua@ssumption of th.is approach_ is that in general each
bootstrapping. This repeatedly constructs classifieR€NSe of an ambiguous English word corresponds to
in the two languages in parallel and boosts the pe?— dlstln_ct translation in Chinese. As shown in Fig-
formance of the classifiers by classifying data i€ 1, firstly, the system translates senses of an En-
each of the languages and by exchanging inform&!iSh word into Chinese words, using an English-
tion regarding the classified data between two larfzhinese dictionary, and then retrieves text snippets
guages. With a certain amount of manual work, theffom @ large amount of Chinese text, with the Chi-

reported promising results, but evaluated on reldlese translations as queries. Then, the Chinese text
tively small datasets. shippets are segmented and then translated back to

In previous work, we proposed to use Chinesgnglish word by word, using a Chinese-English dic-

monolingual corpora and Chinese-English  bilin- 2Sense examples were referred to as “topic signatures” in

gual dictionaries to acquire sense examples (Wangat paper.
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\ English ambiguous word w ‘ ample, it is possible that a Chinese translation of an
English sense is also ambiguous, and thus the con-
tents of text snippets retrieved may be regarding a

English Chinese concept other than the one we want. In general,
Chinese trandtion of Chiness trandlation of when the assumption does not hold, one could use
sense 1 Chinese sense 2 the glossedlefined in a dictionary as queries to re-
Search . . . .y .
v Engif]e v trieve text snippets, as comprehensive bilingual dic-

Chinese text snippet 1

Chine tod aivves 2 Chinese Chinese text snippet 1 tionaries tend to include translations to all senses of

Chinese text snippet 2

...... Segementation a word, where multiword translations are used when
v Chinece. v one-to-one translation is not possible. Alternatively,
. ngl .
{Enlishsenseexample | iy | {Endlishsnseexample a human annotator could map the senses and trans-
for sense 1 of w} for sense 2 of w} i K . X i
{English sense example 2 {English sense example 2 lations by hand. As we will describe later in this
for sense 1 of w} for sense 2 of w} . .
S N R paper, we chose the latter way in our experiments.

Figure 1. Process of automatic acquisition of sense exampleg. Experiments and Results
For simplicity, assume has two senses.
We firstly describe in detail how we prepared the

, hi ; h ¢ sense examples and then describe a large scale WSD
tionary. In this way, for each sense, a set o S€NYKaluation on the English Senseval-2 Lexical Sam-

examples is produced. As an eﬁam?Ie,f;g)pqsle OBfe dataset (Kilgarriff, 2001). The results show that
wants to retrieve SENSe exampies for neia our system trained with the sense examples achieved
sense ofinterest One first looks up the Chinese g, ,ificantly better accuracy than comparable sys-
translations of this sense in an English-Chinese dl(t‘,éms We also show that when a little manual effort

i i S ' i : : ) )

tlonary,. and finds thaﬁ.U & 1S the rlgh.t Chinese was invested in mapping the English word senses
translation correspon_dlng to this _partlcula_w SeNS§, Chinese monosemous translations, WSD perfor-
Then, the next stage is to automatically build a COIFnance improves accordingly. Based on further ex-
lection of Chinese text snippets by either SearChingerimentS on a standard binary WSD dataset, we
in & large Chinese corpus or on the Web, usfiig also show that the technique scales up satisfacto-

& . : : - 8 .
o as query. Since Chinese is a language erttet'l"ly so that more sense examples help achieve better
without spaces between words, one needs to US§\Asp accuracy

segmentor to mark word boundaries before translat-
ing the snippets word by word back to English. Th
result is a collection of sense examples forfihan-
cial sense ointerest each containing a bag of wordsFollowing the approach described in Section 2,
that tend to co-occur with that particular sense. Fore built sense examples for thet words in the
example {interest rate, bank, annual, economyj} ... Senseval-2 dataset These44 words have223
might be one of the sense examples extracted for tkenses in total to disambiguate. The first step was
financialsense ointerest Note that words in a sensetranslating English senses to Chinese. We used the
example are unordered. Yahoo! Student English-Chinese On-line Dictio-

Since this method acquires training data for wsmary*, as well as a more comprehensive electronic
systems from raw monolingual Chinese text, iplctl_onary. This |s_because théahoo!@cﬂonary is
avoids the problem of the shortage of English sens@€signed for English learners, and its sense granu-
tagged corpora, and also of the shortage of aligné@ity is rather coarse-grained. It is good enough for
bilingual corpora. Also, if existing corpora arewords with fewer or coarse-grained senses. How-
not big enough, one can always harvest more text
from the Web. However. like all methods base 3These 44 words cover all nouns and adjectives in the

' ' . . %ensevaI-Z dataset, but exclude verbs. We discuss this point
on the cross-language translation assumption mMefection 3.2.

tioned above, there are potential problems. For ex- *See: http:/cn.yahoo.com/dictionary.

e3.1 Building Sense Examples
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ever, the Senseval-2 Lexical Sample fasises () is a single-character word and is highly ambigu-
WordNet1.7 as gold standard, which has very fineous: by combining with other characters, its mean-
sense distinctions and translation granularity in thimg varies. For exampléf! 1 means “an exit” or “to
Yahoo!dictionary does not conform to this standardexport”. On the other hand, the second translation
PowerWord 2002 was chosen as a supplementary ! i) is monosemous and should be used. To as-
dictionary because it integrates several comprehesess the influence of such “ambiguous translations”,
sive English-Chinese dictionaries in a single appliwe carried out experiments involving more human
cation. For each sense of an English word entry, botabour to verify the translations. The same annotator
Yahoo! and PowerWord 200Zictionaries list not manually eliminated those highly ambiguous Chi-
only Chinese translations but also English glossergse translations and then replaced them with less
which provides a bridge between WordNet synsetmbiguous or ideally monosemous Chinese trans-
and Chinese translations in the dictionaries. In ddations. This process changed roughly half of the
tail, to automatically find a Chinese translation foitranslations and took about five hours. We compared
senses of an English wordw, our system looks up the basic system with this manually improved one.
w in both dictionaries and determines whethenas The results are presented in section 3.2.

the same or greater number of senses as in Word-Using translations as queries, the sense examples
Net. If it does, in one of the bilingual dictionaries,were automatically extracted frothe Chinese Gi-
we locate the English glosg which has the max- gaword Corpus(CGC), distributed by the LDG
imum number of overlapping words with the glossyhich contains2.7GB newswire text, of which
for s in the WordNet synset. The Chinese translagooMB are sourced fronmXinhua News Agency of
tion associated withy is then selected. Although Beijing, and 1.8GB are drawn fromCentral News
this simple method successfully identified Chinesgom Taiwan. A small percentage of words have
translations for 23 out of the 44 words2(©), trans-  different meanings in these two Chinese dialects,
lations for the remaining word senses remain umand since the Chinese-English dictionatyDC
known because the sense distinctions are differemtandarin-English Translation Lexicon Version 3.0
between our bilingual dictionaries and WordNet. Inve use later is compiled with Mandarin usages in
fact, unless an English-Chinese bilingual WordNetnind, we mainly retrieve data frordinhua News
becomes available, this problem is inevitable. Fopve set a threshold dfo, and only when the amount
our experiments, we solved the problem by manuwf snippets retrieved fronXinhua Newss smaller
ally looking up dictionaries and identifying transla-than100, do we turn taCentral Newso collect more
tions. For each one of thé4 words, PowerWord data. Specifically, fott8 out of the223 (22%) Chi-
2002 provides more Chinese translations than thgese queries, the system retrieved less than 100 in-
number of its synsets in WordNegt7. Thus the an- stances fronXinhua Newsso it extracted more data
notator simply selects the Chinese translations thgom Central News In theory, if the training data is

he considers a best match to the corresponding Egtll not enough, one could always turn to other text
glish senses. This task took an hour for an annotat@gsources, such as the Web.

who speaks both languages fluently. To decide the optimal length of text snippets to
It is possible that the Chinese translations are alsetrieve, we carried out pilot experiments with two
ambiguous, which can make the topic of a collectiotength settings:250 (~ 110 English words) and
of text snippets deviate from what is expected. Fof00 (=~ 175 English words) Chinese characters, and
example, theral sense ofmouthcan be translated as found that more context words helped improve WSD
[ or 1% in Chinese. However, the first translationperformance (results not shown). Therefore, we re-
trieve text snippets with a length ¢60 characters.

°The task has two variations: one to disambiguate fine- We then segmented all text snippets, using an ap-

grained senses and the other to coarse-grained ones. We evj:m'cation ICTCLAS. After the segmentor marked
ated our sense examples on the former variation, which is obwvi- ’

ously more difficult. -
A commercial electronic dictionary application. We used ~‘Available at: http://www.ldc.upenn.edu/Catalog/
the free on-line version at: http://cb.kingsoft.com. 8See: http://mtgroup.ict.ac.cnzhp/ICTCLAS
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all word boundaries, the system automatically trans- SysA SysB Basdines & A Senseval-2 Entry
lated the text snippets word by word using the eleg ~ word | Basic | Mw | Basic | MW | RB | MFB | Les(U) | UNED
tronic LDC Mandarin-English Translation Lexicon | atns) 299 | 510 | 308 [ 506 | 163 | 418 | 163 | 500
. authority-n(7) 20.7 22.8 215 237 10.0 39.1 304 34.8

3.0. As expected, the lexicon does not cover al| ba-na) 411 | 483 | 447 [ 520 | 33 | 384 | 20 | 278
. . . .| blind-a(3) 745 745 745 75.0 40.0 78.2 327 745
Chinese words. We simply discarded those Chi bllr?]-r‘?((4)) 60.0 | 600 | 644 | 622 | 156 | 689 | 533 111
. . -| chair-n(4) 81.2 82.6 80.0 829 232 76.8 56.5 81.2

nese words that do not have an entry in this lexi channel-n(7) 315 | 356 | 324 | 365 | 123 | 137 219 178
con. We also discarded those Chinese words wit Eﬂﬂ?;h”_‘:@) ol sl Il ool Ibsiaidll oA Il e
multiword English translations. Since the discarde( gameces | w07 | s | s | soq | 00 | oo7 | iz | a4
words can be informative, one direction of our re4 &= Foodl Ieodl el Il Bl ol B I
search in the future is to find an up-to-date wide cov 35‘;2‘;2’;)'“(2) il el e e ol ol Il s ) I
erage dictionary, and to see how much difference Iﬂﬁ'ﬁ@) 07| 24| 211 | 288 138 | 483 | 406 | 29
will make. Finally, we filtered the sense examples aen® | o7 | Taa | ma | Ta| o | TeT | M2 ) geo
with a stop-word list, to ensure only content wordg firea 86 | 114 | 343 | 329 | 71 | 429 | 57 | 443
. fit-a(3) 44.8 44.8 44.8 44.8 31.0 58.6 34 48.3
were included. free-a(8) 203 | 378 | 373 | 482 | 159 | 354 73 354
. graceful-a(2) 58.6 58.6 70.0 733 62.1 79.3 72.4 79.3

We ended up with223 sets of sense examples| genay) 532 | 585 | 532 | 585 | 213 | 755 | 106 | 787

. . . grip-n(7) 35.3 373 353 373 19.6 353 17.6 21.6

for all senses of thd4 nouns and adjectives in the | neathn(3) 469 | 500 | 485 | 515 | 312 | 719 | 812 65.6
. holiday-n(2 64.5 74.2 64.5 75.0 38.7 774 29.0 54.8

test dataset. Each sense example contains a Set fgyns ) | s | e | s | ve | 255 | ors | a9 | sae
words that were translated from a Chinese text SNifl maumns | st | 425 | w8 | s05 | 205 | 205 | a0 | o
pet, whose content should closely relate to the Erf means | sos | %1 | w0 | s | 216 | 504 | w0 | 705
glish word sense in question. Words in a sense e} 1auadet® | 330 | 5ot | 295 | o0 | 1a2 | a7 | a3 | 290
1 1 bli a(2) 724 724 72.4 73.3 44.8 69.0 72.4 27.6

ample are unordered, because in this work we onl o Do R Do o] a8 B0 o
-0f- i i estraint-n(6) 6.7 6.7 174 | 196 | 111 | 289 28.9 17.8

used bag-of-words information. Except for the very ©=eamn® | 27 1 oh | ss | s | 2es | oo | oo | w0
small amount of manual work described above t smplean | 455 | 455 | 493 | 507 | 136 | 515 | 121 | 515
) . ) solemn-a(2) 64.0 76.0 73.1 76.9 32.0 96.0 24.0 96.0

map WordNet glosses to those in English-Chines| saen@ 667 | 636 | 676 | 706 | 182 | 636 | 606 | 545
o . . . stress-n(5) 375 | 375 | 450 | 450 | 128 | 487 26 205
dictionaries, the whole process is automatic. vital-a(4) 421 | 421 | 410 | 462 | 211 | 921 0 947
yew-n(2) 214 25.0 82.8 89.7 57.1 78.6 17.9 714

3.2 WSD Experiments on Senseval-2 Lexical Y. 07 [ 460 ] 461 | 520 181 | 05 | 246 | 464

Sample dataset _ _
Table 1. WSD accuracy on words in the English Senseval-2

The Senseval-2 English Lexical Sample Datase:texicm Sample dataset. The left most column shows words,
consists of manually sense-tagged training and tel§gir POS tags and how many senses they have. “Sys A’ and
inst f diectives and verbs. We on Sys B” are our systems, and “MW” denotes a multi-word de-
Instances for nouns, adjecuv V oo !Xction module was used in conjunction with the “Basic” sys-
tested our system on nouns and adjectives becaus@. For comparison, it also shows two baselines: “RB” is the
verbs often have finer sense distinctions, whicr_f‘”dom baseline and “"MFB" is the most-frequent-sense base-
ine. “UNED” is one of the best unsupervised participants
would mean more manual work would need to b, the Senseval-2 competition and “Lesk(U)" is the highest
done when mapping WordNet synsets to Englishinsupervised-baseline set in the workshop. All accuracies are
Chinese dictionary glosses. This would involve us if*Pressed as percentages.
a rather different kind of enterprise since we would
have moved from an almost-unsupervised to a mogur pilot experiments on other datasets (results not
supervised setup. shown). The average length of a sense example is
We did not use the training data supplied with theg5 words, which is much shorter than the length of
dataset. Instead, we train a classifier on our aut@he text snippets, which was setie0 Chinese char-
matically built sense examples and test it on the teakters & 175 English words). This is because func-
data provided. In theory, any machine learning clasion words and words that are not listed in thBC
sifier can be applied. We chose theiaBayes al- Mandarin-Englishiexicon were eliminated. We did
gorithm with kernel estimatioh(John and Langley, not apply any weighting to the features because per-
1995) which outperformed a few other classifiers iformance went down in our pilot experiments when
“We used the implementation in the Weka machine learnin/® applied a TF'ID_F yvelghtlng Scheme (results not
package, available at: http://iwww.cs.waikato.ac:mafweka. ~ shown). We also limited the maximum number of
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training sense examples 6000, for efficiency pur- system does not have such prior knowledge before-
poses. We attempted to tag every test data instantend. McCarthy et al. (2004) argue that this is a
so our coverage (on nouns and adjective§)i¥o.  very tough baseline for an unsupervised WSD sys-

To assess the influence of ambiguous Chinedem to beat. Our “Sys B” with multiword detection
translations, we prepared two sets of training dat@xceeds it. “Sys B” also exceeds the performance
As described in section 3.1: sense examples in tled UNED (Ferrandez-Amobs et al., 2001), which
first set were prepared without taking ambiguity inwvas the second-best rankédinsupervised systems
Chinese text into consideration, while those in thén the Senseval-2 competition.
second set were prepared with a little more human There are a number of factors that can influence
effort involved trying to reduce ambiguity by us-WSD performance. The distribution of training data
ing less ambiguous translations. We call the systefor senses is one. In our experiments, we used all
trained on the first set “Sys A’ and the one trainedense examples that we built for a sense (with an
on the second “Sys B”. upper bound 06000). However, the distribution of

In this lexical sample task, multiwords are ex-senses in English text often does not match the dis-
pected to be picked out by participating WSD systribution of their corresponding Chinese translations
tems. For example, the answaet collectionshould in Chinese text. For example, suppose an English
be supplied when this multiword occurs in a testvord w has two sensesi; andsy, wheres; rarely
instance. It would be judged wrong if one taggeaccurs in English text, whereas sensgés used fre-
theart in art collectionas theartworkssense, even quently. Also suppose;’s Chinese translation is
though one could argue that this was also a comuch more frequently used thag'’s translation in
rect answer. To deal with multiwords, we imple-Chinese text. Thus, the distribution of the two senses
mented a very simple detection module, which tries English is different from that of the translations in
to match multiword entries in WordNet to the am-Chinese. As a result, the numbers of sense exam-
biguous word and its left and right neighbours. Foples we would acquire for the two senses would be
example, if the module findsrt collectionis an en- distributed as if they were in Chinese text. A clas-
try in WordNet, it tags all occurrences of this multi-sifier trained on this data would then tend to predict
word in the test data, regardless of the prediction bynseen test instances in favour of the wrong distribu-
the classifier. tion. The wordhation for example, has three senses,

The results are shown in Table 1. Our “Sys B’of which thecountrysense is used more frequently
system, with and without the multiword detectionin English. However, in Chinese, tloountrysense
module, outperformed “Sys A’, which shows thatand thepeoplesense are almost equally distributed,
sense examples acquired with less ambiguous Chitich might be the reason for its WSD accuracy be-
nese translations contain less noise and therefarey lower with our systems than most of the other
boost WSD performance. For comparison, the tawords. A possible way to alleviate this problem is to
ble also shows various baseline performance figuraglect training sense examples according to an esti-
and a system that participated in Sensevdl-Zon- mated distribution in natural English text, which can
sidering that the manual work involved in our ap-be done by analysing available sense-tagged corpora
proach is negligible compared with manual sensawvith help of smoothing techniques, or with the un-
tagging, we classify our systems as unsuperviseslipervised approach of (McCarthy et al., 2004).
and we should aim to beat the random baseline. Cultural differences can cause difficulty in retriev-
This all four of our systems do easily. We also easng sufficient training data. For example, transla-
ily beat another unsupervised baseline — the Leslons of senses afhurchandhearthappear only in-
(1986) baseline, which disambiguates words usingequently in Chinese text. Thus, it is hard to build
WordNet definitions. The MFB baseline is actu-sense examples for these words. Another problem,

ally a ‘supervised’ baseline, since an unsupervised

- 1one system performed better but their answers were not
PAccuracies for each word and averages were calculatesh the official Senseval-2 website so that we could not do the

by us, based on the information on Senseval-2 Website. Sesomparison. Also, that system did not attempt to disambiguate

http://www.sle.sharp.co.uk/senseval2/. as many words as UNED and us.
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as mentioned above, is that translations of Englisto see if improvements were statistically significant.
senses can be ambiguous in Chinese. For exam-
ple, Chinese translations of the wordial, natu-

ral, local etc. are also ambiguous to some extent,

0.93 078

0.76

and this might be a reason for their low perfor- ’ om

mance. One way to solve this, as we described, is ™ o

to manually check the translations. Another auto- ** o7

matic way is that, before retrieving text snippets, we s s " e
could segment or even parse the Chinese corpora, © % 0 10 2020 %0 %0 40 0 S0 10 10 20 20 3 K0 40

0.82 0.7

which should reduce the level of ambiguity and lead
to better sense examples.

079 076

0.76
0.75

3.3 Further WSD Experiments 0%

07

0.74

One of the strengths of our approach is that training o

data come cheaply and relatively easily. However, mogn —— - ey —
the sense examples are acquired automatically and ~° 2 * & & w0 200 O 101 20020 %0 %0 4w
they inevitably contain a certain amount of noise, °" wn
which may cause problems for the classifier. To as- " o2
sess the relationship between accuracy and the size f or
of training data, we carried out a series of experi- 056
ments, feeding the classifier with different numbers .
of sense examples as training data. o5 plnt —— o5t L
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400

For these experiments, we used another standard
WSD dataset, the TWA dataset. This is a manurigure 2. Accuracy scores with increasing number of training
ally sense-tagged corpus (Mihalcea, 2003), whicense examples. Each bar is a standard deviation.
contains 2-way sense-tagged text instances, drawn o "
from the British National Corpus, for 6 nouns. We 1he results are shown in Figuré234 out of 42
first built sense examples for all the senses using t-scores are greater than the t-test critical values, so

the approach described above, then trained the sal{§ @re fairly confident that the more training sense

Naive Bayes algorithm (NB) on different numbers€xamples used, the more accurate the NB classifier
becomes on this disambiguation task.

of sense examples.

In detail, for all of the 6 words, we did the fol-
lowing: given a wordw;, we randomly selected
sense examples for each of its sensgdrom the We have presented WSD systems that use sense ex-
total amount of sense examples built for Then amples as training data. Sense examples are ac-
the NB algorithm was trained on thiex n exam- quired automatically from large quantities of Chi-
ples and tested om;’s test instances in TWA. We nese text, with the help of Chinese-English and
recorded the accuracy and repeated this pra2@ss English-Chinese dictionaries. We have tested our
times and calculated the mean and variance of t\/SD systems on the English Senseval-2 Lexical
200 accuracies. Then we assigned another value 8ample dataset, and our best system outperformed
n and iterated the above process untiibok all the comparable state-of-the-art unsupervised systems.
predefined values. In our experimentswas taken Also, we found that increasing the number of the
from {50, 100, 150, 200, 400, 600, 800, 1000, 1200sense examples significantly improved WSD perfor-
for wordsmotion plantandtankand from{50, 100, mance. Since sense examples can be obtained very
150, 200, 250, 300, 350for bass craneandpalm  cheaply from any large Chinese text collection, in-
because there were less sense example data avail ]

These experiments showed that our systems outperformed

for the latter thre.e Words' Finally, we used th? tteshe most-frequent-sense baseline and Mihalcea’s unsupervised
(p = 0.05) on pairwise sets of means and variancesystem (2003).

4 Conclusions and Future Work
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cluding the Web, our approach is a way to tackle th&eorge H. John and Pat Langley. 1995. Estimating con-
knowledge acquisition bottleneck. tinuous distributions in Bayesian classifiers. Rm-

There are a number of future directions that we ceedings of the Eleventh Conference on Uncertainty in

Id i tiate. Eirstly. instead of usi bil Artificial Intelligence pages 338-345.
couid nvestigate. - Hrstly, instead ot using a bilin, 4 Kilgarriff. 2001. English lexical sample task de-

gual dictionary to translate Chinese text snippets gcyintion, InProceedings of the Second International
back to English, we could use machine translation Workshop on Evaluating Word Sense Disambiguation

software. Secondly, we could try this approach on Systems (SENSEVAL-Zpulouse, France.

other language pairs, Japanese-English, for examtichael E. Lesk. 1986. Automated sense disambigua-
ple. This is also a possible solution to the problem tion using machine-readable dictionaries: how to tell a
that ambiguity may be preserved between Chinese pinecone from an ice cream cone. Pnoceedings of

. . the SIGDOC Conference
and English. In other words, when a Chinese transla- ) ) ) )
tion of an English sense is still ambiguous, we couIc'i_k’lng Li and Cong Li. 2004. Word translation dis-
g g ' ambiguation using bilingual bootstrappingzompu-

try to collect sense examples using translation in a tational Linguistics 20(4):563-596.

third language, Japanese, for instance. Thirdly, fjana MccCarthy, Rob Koeling, Julie Weeds, and John
would be interesting to try to tackle the problem of Carroll. 2004. Finding predominant word senses in
Chinese WSD using sense examples built using En- untagged text. IrProceedings of the 42nd Annual

glish, the reverse process to the one described in thisMeeting of the Association for Computational Linguis-
pape,r tics. Barcelona, Spain.

' Rada Mihalcea, Timothy Chklovski, and Adam Killgar-
iff. 2004. The Senseval-3 English lexical sample task.
In Proceedings of the Third International Workshop on
. the Evaluation of Systems for the Semantic Analysis of
This research was funded by EU IST-2001-34460 1oy (Senseval-3)

project MEANING: Developing Multilingual Web- Rada Mihalcea. 2003. The role of non-ambiguous words

Scale Language Technologies. in natural language disambiguation. Rroceedings of
the Conference on Recent Advances in Natural Lan-
guage Processing, RANLP 2Q0Borovetz, Bulgaria.
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