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Abstract

HMM-based models are developed for the
alignment of words and phrases in bitext.
The models are formulated so that align-
ment and parameter estimation can be per-
formed efficiently. We find that Chinese-
English word alignment performance is
comparable to that of IBM Model-4 even
over large training bitexts. Phrase pairs
extracted from word alignments generated
under the model can also be used for
phrase-based translation, and in Chinese
to English and Arabic to English transla-
tion, performance is comparable to sys-
tems based on Model-4 alignments. Di-
rect phrase pair induction under the model
is described and shown to improve trans-
lation performance.

on phrase-based SMT system performance. The
common practice therefore is to extract phrase pairs
from the best attainable word alignments. Currently,
Model-4 alignments (Brown and others, 1993) as
produced by GIZA++ (Och and Ney, 2000) are often
the best that can be obtained, especially with large
bitexts.

Despite its modeling power and widespread use,
Model-4 has shortcomings. Its formulation is such
that maximum likelihood parameter estimation and
bitext alignment are implemented by approximate,
hill-climbing, methods. Consequently parameter es-
timation can be slow, memory intensive, and diffi-
cult to parallelize. It is also difficult to compute
statistics under Model-4. This limits its usefulness
for modeling tasks other than the generation of word
alignments.

1 Introduction We describe an HMM alignment model devel-

oped as an alternative to Model-4. In the word align-

tal goals of Statistical Machine Translation (SMT).mem and pQrgse—bafsed transl_atlon expert;:nent§ to
Alignment specifies how word order changes whefi€ Presented, its performance is comparable or im-

a sentence is translated into another language, a%oved relative to Model-4. Practically, we can train

given a sentence and its translation, alignment spetap-e model by the Forward-Backward algorithm, and

ifies translation at the word level. It is straightfor—by paralielizing estimation, we can control memory

ward to extend word alignment to phrase aIignmean‘age’ reduge the time ”ee,de,d for training, and in-
two phrases align if their words align. crease the bitext used for training. We can also com-

Deriving phrase pairs from word alignments igoute statistics under the model in ways not practical

now widely used in phrase-based SMT. Paramete}%Ith I\/I(_)del—4, and we S_hOW the yalue of this in the
of a statistical word alignment model are estimategXtraction of phrase pairs from bitext.

from bitext, and the model is used to generate Worg
alignments over the same bitext. Phrase pairs are ex-
tracted from the aligned bitext and used in the SMDur goal is to develop a generative probabilistic
system. With this approach the quality of the undemodel of Word-to-Phrase (WtoP) alignment. We
lying word alignments can have a strong influencstart with anl-word source sentenge= ¢}, and an

Describing word alignment is one of the fundamen
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m-word target sentenck = f{", which is realized depends on the hallucination variable
as a sequence df phrasesf = v¥.

Each phrase is generated as a translation of onep(ajlaj_1,hj;l)
source word, which is determined by the alignment 1 @ = aiq, hi =0
sequence’<: e,, — vy . The length of each phrase B Jo
. o Lt Yk o . 0 aj #aj_1, hj =0
is specified by the procesg®, which is constrained I !
so that> s, ¢y = m.

We also allow target phrases to be inserted, i.e. tphis formulation allows target phrases to be in-
be generated by a NULL source word. For this, wgerted without disrupting the Markov dependencies
define a binary hallucination sequenfef : if hx =  of phrases aligned to actual source words.

0, then NULL — wy ; if 7y = 1 thene,,, — vy The phrase length model¢; e) gives the proba-

With all these quantities gathered into an alignpility that a worde produces a phrase withwords
menta = (¢{*, af', h{", K), the modeling objective in the target languagen(; ¢) is defined forg =
is to realize the conditional diStribUtiOﬁ)(f,a‘e). 1,---,N. The hallucination process is a simp|e
With the assumption tha(f, ale) = 0if £ # vf, jjd. process, wherd(0) = po, andd(1) = 1 — po.
we write P(f,ale) = P(vf, K, af, b ¢¥e) and

a(aj|aj_1;l) hj =1

Word-to-Phrase Trandation The translation of

PWE K, ol hE ¢Ke) words to phrases is given as
= ¢e(mll) x P(K|m,e) K
x P(aX, ! hE|K,m,e) P(oflaf, hi', o1, K m,e) = | [ p(vrlea, bx, or)
x P(vl|af hE oF K m,e) k=
We introduce the notatiom;, = wvg[1], ..., vi[dk]

We now describe the component distributions. and a dummy variable;, (for phrase insertion) :

Sentence Length ¢(m|l) determines the target
sentence length. It is not needed during alignment, Tp = {
where sentence lengths are known, and is ignored.

€ay, hk» =1
NULL hAi =0

PhraseCount P(K|m,e) specifies the number of We define two models of word-to-phrase translation.
target phrases. We use a simple, single parametBRiS simplestis .based on context-independent word-
distribution, withy = 8.0 throughout to-word translation

Pk
P(vkleay, br, &) = [ [ t(okld] | zx)

J=1

P(K|m,e) = P(K|m,l) «c n®

Word-to-Phrase Alignment Alignment is a
Markov process that specifies the lengths of phrasgge also define a model that captures foreign word
and their alignment with source words context withbigram translation probabilities

P CLK,hK K K7m7e
( 1 1 1 | ) p(vk|eakahk7¢k)

K
= P(ay, h, 1, Ph—1, Pk
1L Pt b i) = t(ux[1) | 2x) [T talorld] | oxls — 1], 2)
K 7J=2
=[] plarlar—1, hu:l) d(hr) n(¢x; ea,)

P Here,t(f|e) is the usual context independent word-

to-word translation probability. The bigram trans-
The actual word-to-phrase alignmenj,) is a first-  lation probabilityt,(f|f’, ) specifies the likelihood
order Markov process, as in HMM-based word-tothat target wordf is to follow f’ in a phrase gener-
word alignment (Mogel et al., 1996). It necessarilyated by source word.
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2.1 Properties of theModel and Prior Work f1, f3, and f4 to be generated by, with a fertility

of 3. Under the WtoP modet; could generatef;

and f3 f4 with phrase lengths 1 and 2, respectively:

source words can generate more than one phrase.
This alignment could also be generated via four

single word foreign phrases. The balance between

i del i iahf 4 F | word-to-word and word-to-phrase alignments is set
alignment model is straightforward. For examp eby the phrase count distribution parameter As

constraining the phrase length componeid; ) n increases, alignments with shorter phrases are

to permit only phraseg of one word would give %avored, and for very large) the model allows
word-to-word HMM alignment model. The exten—Only word-to-word alignments (see Fig. 2). Al-

sions introduced are the phrase count, and the phra}ﬁ%ugh the WtoP alignment model is more com-
length models, and the bigram translation distribuy . 4 - the word-to-word HMM alignment model

tion. The hallucination process is motivated by th he Baum-Welch and Viterbi algorithms can still be

used olf NU'&L alignrr(mjenr:s ir&toN Ma;lg%\é alignment used. Word-to-word alignments are generated by
models as done by (Och and Ney, 2003). the Viterbi algorithm: a — argmax, P(f, ale); if

The phrase length model is motivated byeak — Uy, €q, is linked to all the words iny.
Toutanova et al. (2002) who introduced ‘stay’ prob- the pigram translation probability relies on word
abll_lt_les in HMM allgnment as an alternative to Wordcontext, known to be helpful in translation (Berger
fertility. By comparison, Word-to-Phrase HMM ¢ 51 1996), to improve the identification of tar-
alignment models contain detailed models of Stat&et phrases. As an examplgjs the Chinese word
occupancy, motivated by the 1BM fertility model, o “yworld trade center”. Table 1 shows how the
which are more powerful than a single staying pajyelihood of the correct English phrase is improved

rameter. In fact, the WioP model is a segmentq;it pigram translation probabilities; this example
Hidden Markov Model (Ostendorf et al., 1996), iNis from the CoE. N=4 system of Table 2.

which states emit observation sequences.

The formulation of the WtoP alignment model
was motivated by both the HMM word alignment
model (Mogel et al., 1996) and IBM Model-4 with
the goal of building on the strengths of each.

The relationship with the word-to-word HMM

Comparison with Model-4 is less straightforward. ]'\ﬁ(()delld|f) urz)ig(;gm bi%a6m

H Wwor . .
The main features of Mop]el-4 are NULL_ source P(tradéworld, ) 0.06 0.99
words, source word fertility, and the distortion P(centeftrade f) 0.06 0.99
model. The WtoP alignment model includes the P(world trade centgyf, 3) | 0.0002 | 0.0588

first two of these. However distortion, which al-

lows hypothesized words to be distributed through- Table 1: Context in Bigram Phrase Translation.
out the target sentence, is difficult to incorporate into

a model that supports efficient DP-based search. We There are of course much prior work in translation
preserve efficiency in the WtoP model by insistingthat incorporates phrases. Sumita et al. (2004) de-
that target words form connected phrases; this is n¥glop @ model of phrase-to-phrase alignment, which
as general as Model-4 distortion. This weaknes&hile based on HMM alignment process, appears
is somewhat offset by a more powerful (Markov)to be deficient. Marcu and Wong (2002) propose a
alignment process as well as by the phrase couRtodel to learn lexical correspondences at the phrase
distribution. Despite these differences, the Wtofevel. To our knowledge, ours is the first non-
alignment model and Model-4 allow similar a"gn_syntactic model of bitext alignment (as opposed to
ments. For example, in Fig. 1, Model-4 would allowtranslation) that links words and phrases.

3 Embedded Alignment Model Estimation

£f  f f
% 4 We now discuss estimation of the WtoP model pa-
& e rameters by the EM algorithm. Since the WtoP

_ ~ model can be treated as an HMM with a very com-
Figure 1: Word-to-Word and Word-to-Phrase Linksp|ex state space, it is straightforward to apply Baum-
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Welch parameter estimation. We show the forward Model AER,_, | éEREN [ AER
recursion as an examplel. - Woderd 379 | 6835 [ 375
Q_lven alsent_ence _paﬂel, "), the forvya_trd prob- AVIML N=1 758 =5 50
ability «; (7, ¢) is defined as the probability of gen- HMM, N=2 38.3 71.2 38.1
erating the firstj target words with the added con- :mm m:?l g;éll gg-i g;-g
.y J , N= . . .
d|.t|0n that the target W0rd$j7¢+1 form a phrase + bigram t-table|  37.5 658 371
aligned to source woré. It can be calculated recur- E—cC
sively (omitting the hallucination process, for sim- Model-4 423 | 872 [ 450
plicity) as HMM, N=1 45.0 90.6 47.2
HMM, N=2 427 875 445
) ) . + bigram t-table| 44.2 85.5 45.1
0j(i,6) = { D ool ¢)alili' 1) } -
ks ‘ Table 2: FBIS Bitext Alignment Error Rate.
J
“n(p;e;) - t(fj—pr1lei) - H ta(filei) - 7

J'=i—¢+2

N
a

2900

[
A

This recursion is over a trellis 6t NV + 1)m nodes.
Models are trained from a flat-start. We begir
with 10 iterations of EM to train Model-1, followed
by 5 EM iterations to train Model-2 (Brown and oth-
ers, 1993). We initialize the parameters of the worc-
to-word HMM alignment model by collecting word
alignment counts from the Model-2 Viterbi align-
ments, and refine the word-to-word HMM alignment
model by 5 iterations of the Baum-Welch algorithm English words (phrases). In the other direction,
We increase the order of the WtoP modal)(from among all English words which are aligned to mul-
2 to the final value in increments of 1, by perform-tiple Chinese words, 88% of these align to Chinese
ing 5 Baum Welch iterations at each step. At the fiphrases. In this collection, at least, word-to-phrase
nal value ofV, we introduce the bigram translationalignments are plentiful.
probability; we use Witten-Bell smoothing (1991) Alignment performance is measured by the
as a backoff strategy fap, and other strategies areAlignment Error Rate (AER) (Och and Ney, 2003)
possible.

Overall AER

2550

A
N

of hypothesized links

2
2200

A
o

18501

N
3]

76

Figure 2: Balancing Word and Phrase Alignments

AER(B;B'Y=1-2x |BNnB'|/(|B'| +|BJ)

4 Bitext Word Alignment _ _
whereB is a set reference word links, aitf are the

We now investigate bitext word alignment perforord links generated automatically.

mance. We start with the FBIS Chinese/English AER gives a general measure of word alignment
parallel corpus which consists of approx. 10M Enguality. We are also interested in how the model
glish/7.5M Chinese words. The Chinese side of thserforms over the word-to-word and word-to-phrase

corpus is segmented into words by the LDC segalignments it supports. We split the reference align-
mentet. The alignment test set consists of 124 seMments into two subsets:B;_; contains word-to-

tences from the NIST 2001 dl’y-run MT'e%Bbtthat word reference links (eg 21 in F|g 1)’ and
are manually word aligned. B;_y contains word-to-phrase reference links (e.g.
We first analyze the distribution of word links 1-3, 14 in F|g 1)’ The automatic a”gnmem’
within these manual alignments. Of the Chinesgs partitioned similarly. We define additional AERs:
words which are aligned to more than one EnglisiMER, | = AER(B,_1,B]_,), andAER, y =
words, 82% of these words align with consecutive4 ER(B,_, B! _ ), which measure word-to-word

*http:/iwww.ldc.upenn.edu/Projects/Chinese and word-to-phrase alignment, separately.
2http://www.nist.gov/speech/tests/mt Table 2 presents the three AER measurements for
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the WtoP alignment models trained as described in|__Bitext | English Words M,\ﬁdf' %;’1'5 'fgg
Section 3. GIZA++ Model 4 alignment performance NEWS 71M WioP T 361 248
is also presented for comparison. We note first thatl NEWS+ M-4 | 36.1 | 434
: - 9%6M WioP )

the word-to-word HMM (N=1) alignment model is | UN01-02 tob | 36. :
ALLC-E 200M WioP | 36.8 | 44.7

worse than Model 4, as expected. For the WtoP
models in the G-E direction, we see reduced AER
for phrases lengths up to 4, although in the-€ di-
rection, AER is reduced only for phrases of length-orward-Backward steps can be run in parallel: bi-
2; performance folV > 2 is not reported. text is partitioned; the Forward-Backward algorithm
In introducing the bigram phrase translation (thés run over the subsets on different CPUs; statistics
bigram t-table), there is a tradeoff between wordare merged to reestimate model parameters. Parti-
to-word and word-to-phrase alignment quality. Adioning the bitext also reduces the memory usage,
mentioned, the bigram t-table increases the likelisince different cooccurrence tables can be kept for
hood of word-to-phrase alignments. In both translaeach partition. With the “ALL C-E” bitext collec-
tion directions, this reduces the AERy. However, tion, a single set of WtoP models {€E, N=4, bi-
it also causes increases in AER, primarily due to gram t-table) can be trained over 200M words of
a drop in recall: fewer word-to-word alignments areChinese-English bitext by splitting training over 40
produced. For GE, this is not severe enough toCPUs; each Forward-Backward process takes less
cause an overall AER increase; however, i€, than 2GB of memory and the training run finishes
AER does increase. in five days. By contrast, the 96M English word
Fig. 2 (C—E, N=4) shows how the 1-1 and 1-NEWS+UNO01-02 is about the largest C-E bitext
N alignment behavior is balanced by the phrasever which we can train Model-4 with our GIZA++
count parameter. Ag increases, the model favorsconfiguration and computing infrastructure.
alignments with more word-to-word links and fewer Based on these and other experiments, in this pa-
word-to-phrase links; the overall Alignment Errorper we set a maximum value &f = 4 for F—E; in
Rate (AER) suggests a good balance at 8.0. E—F, we set N=2 and omit the bigram phrase trans-
After observing that the WtoP model performs adation probability;n is set to 8.0. We do not claim
well as Model-4 over the FBIS C-E bitext, we inves-that this is optimal, however.
tigated performance over these large bitexts : ] .
“NEWS” containing non-UN parallel Chi- © PhrasePair Induction

nese/English corpora from LDC (mginly FBIS, Xin- A common approach to phrase-based translation is
hua, Hong Kong, Sinorama, and Chinese Treebanky, extract an inventory of phrase pairs (PPI) from bi-
- “NEWS+UNO01-02" also including UN parallel tex; (Koehn et al., 2003), For example, in piease-

corpora from the years 2001 and 2002. _ extract algorithm (Och, 2002), a word alignment
- "ALL C-E” refers to all the C-E bitext available ;m 5 generated over the bitext, and all word sub-

from LDC as of his submission; this consists of thesequences’> and /72 are found that satisfy :
NEWS corpora with the UN bitext from all years. " 7
Over all these collections, WtoP alignment per- ay’ : aj € [iy,iz) iff j € [41,72] - (1)
formance (Table 3) is comparable to that of Model- i e o
4. We do note a small degradation in the:E Wtop 1€ PPI comprises all such phrase p&ir$, /7).
alignments. Itis quite possible that this one-to-many '€ Process can be stated slightly differently.
model suffers slightly with English as the source anﬁ'rSt’ we define a set of alignments :
Chinese as the target, since English sentences tend{g;, ;.
be longer. Notably, simply increasing the amount of '
bitext used in training need not improve AER. Howf a* € A(i1,42;71,72) then (eﬁf, fj.f) form a
ever, larger aligned bitexts can give improved phragghrase pair.
pair coverage of the test set. Viewed in this way, there are many possible align-
One of the desirable features of HMMs is that thenents under which phrases might be paired, and

Table 3: AER Over Large C-E Bitexts.

J1,72) = {a : a; € [ir,i2] iff j € [51, 2]} .
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the selection of phrase pairs need not be based onOnce the PPI phrase pairs are set, the phrase trans-
a single alignment. Rather than simply accepting ktion probabilities are set based on the number of
phrase pai(ejf, jf) if the unigue MAP alignment times each phrase pair is extracted from a sentence
satisfies Equation 1, we can assign a probability tpair, i.e. from relative frequencies.

phrases occurring as translation pairs : For each foreign phrasenot in the Viterbi PPI :
- For all pairs(f{", ¢}) andji, j2 S.t. f)7 = v
P(f7 A(11722;]17]2)‘e) = Z P(f7a‘e) Forl <i; <19 </, find

a:a€A(i1,52;71,42 )

' o 1 in) = Prp( A(iy.in: 1. 1 rm
For a fixed set of indicesy,is, j1,j», the quan- Fliri2) = Ppop(Alin, 323 51, 2) [ ey, f17)

tif[y P(f, A(il,ig;jl,:j.g) |e) can be com_puted effi- b(ir,ia) = Ppr( Alin, iz j1,52) | €1, £
ciently using a modified Forward algorithm. Since o . _

P(fle) can also be computed by the Forward al- glir,i2) = v/ f (1, i2) b(in, i2)

gorithm, thephrase-to-phrase posterior distribution Aoa . s
P(A(ir, iz: j1, 2 ) | £, e) is easily found. (1,72) = augmax (i1, ) and set = e
PPl Induction Strategies In the phrase-extract Add (u,v) to the PPI if any of A, B, or C hold :
algorithm (Och, 2002), the alignmeitis gener- b(iy,i2) > Ty and f (i, i2) > T, (A)
ated as follows: Model-4 is trained in both directions  b(i1,12) < T, and f(¢1,12) > T, (B)
(e.g. F—E and E~F); two sets of word alignments fi1,12) < T, andb(iq,i2) > 1), ©)

are generated by the Viterbi algorithm for each setpp| Augmentation via Phrase-Posterior Induction
of models; and the two alignments are merged. This . _
forms a static aligned bitext. Next, all foreign word HMM-based models are often used if posterior

sequences up to a given length (here, 5 words) agéstri_butions are needed. Model-1 can also be _u§ed
extracted from the test set. For each of these, 13 this way (Venugopal et al., 2003), although it is
phrase pair is added to the PP if the foreign phraga relatively weak alignment model. By comparison,

can be found aligned to an English phrase undé}nding posterior distributiong under Model-4 is dif-
Eq 1. We refer to the result as the Model-4 Viterbf'cun' The Word-to-Phrase alignment model appears
Phrase-Extract PPI. not to suffer this tradeoff: it is a good model of word

Constructed in this way, the PPI is limited todlignment under which statistics such as the phrase-

phrase pairs which can be found in the Viterbi align!0-Phrase posterior can be calculated.

ments. Some foreign phrases which do appear
the training bitext will not be included in the PPI
because suitable English phrases cannot be foulle evaluate the quality of phrase pairs extracted
To add these to the PPl we can use the phrase-tvemn the bitext through the translation performance
phrase posterior distribution to find English phrasesf the Translation Template Model (TTM) (Kumar
as candidate translations. This adds phrases to tbeal., 2005), which is a phrase-based translation sys-
Viterbi Phrase-Extract PPl and increase the test setm implemented using weighted finite state trans-
coverage. A somewhatd hoc PPl Augmentation ducers. Performance is measured by BLEU (Pap-
algorithm is given to the right. ineni and others, 2001).

Condition (A) extracts phrase pairs based on thEhinese—English Trandation We report perfor-
geometric mean of the EF and F—E posteriors mance on the NIST Chinese/English 2002, 2003 and
(Iy = 0.01 throughout). The threshol@, selects 2004 (News only) MT evaluation sets. These consist
additional phrase pairs under a more forgiving criteef 878, 919, and 901 sentences, respectively. Each
rion: as7), decreases, more phrase pairs are addé€thinese sentence has 4 reference translations.
and PPI coverage increases. Note that this algorithm We evaluate two &E translation systems. The
is constructed specifically to improve a Viterbi PPl;smaller system is built on the FBIS C-E bitext col-
it is certainly not the only way to extract phrase pair¢ection. The language model used for this system is
under the phrase-to-phrase posterior distribution. a trigram word language model estimated vtV

B Trangation Experiments
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V-PE | WtoP eval02 eval03 eval04 eval02 eval03 eval0o4
Model | T}, cvg [ BLEU | cvg | BLEU | cvg | BLEU || cvg [ BLEU | cvg | BLEU | cvg | BLEU
FBIS C—E System News A—E System
1] M4 - 201 238 [ 17.7] 228 [ 20.2| 23.0 || 195] 36.9 | 215 39.1 | 185] 40.0
2 0.7 || 246| 246 | 21.4| 237 | 246| 23.7 || 23.8| 376 | 26.6| 40.2 | 224 | 403
3| WtoP - 19.7| 239 | 174 233 | 19.8| 233 |[ 184| 36.2 | 206 386 | 17.4| 39.2
4 10 || 23.1| 240 | 20.0| 23.7 | 23.2| 235 || 21.8| 36.7 | 24.3| 39.3 | 204 | 39.7
5 09 || 240| 248 | 209| 239 | 240| 238 || 23.2| 37.2 | 258 | 39.7 | 21.8| 40.1
6 0.7 || 246| 249 | 21.3| 240 | 247| 239 || 23.7| 37.2 | 265| 39.7 | 224 | 39.9
7 05 (| 249| 249 | 21.6| 241 | 248| 239 || 24.0| 37.2 | 26.9| 39.7 | 22.7| 39.8
Large G—E System Large A—E System
8| M4 - 325| 277 | 293| 271 | 325| 26.6 || 26.4| 38.1 | 28.1| 40.1 | 28.2| 39.9
9 | WtoP - 306 | 279 | 275| 27.0 | 30.6| 26.4 || 248| 381 | 26.6| 40.1 | 26.7| 40.6
10 0.7 || 382| 282 | 323| 273 |371| 26.8 || 30.7| 39.3 |329| 416 | 325| 419

Table 4: Translation Analysis and Performance of PPI Extvad®rocedures

words taken from the English side of the bitext; alland C—E systems, where alignment models are
language models are built with the SRILM toolkittrained over the smaller bitext collections. The base-
using Kneser-Ney smoothing (Stolcke, 2002). line systems (Table 4, line 1) are based on Model-4

The larger system is based on alignments geneYiterbi Phrase-Extract PPIs.
ated over all available C-E bitext (the “ALL C-E”  We compare WtoP alignments directly to Model-
collection of Section 4). The language model is} alignments by extracting PPIs from the WtoP
an equal-weight interpolated trigram model trainedlignments using the Viterbi Phrase-Extract proce-
over 373M English words taken from the Englishdure (Table 4, line 3). In CG-E translation, perfor-
side of the bitext and the LDC Gigaword corpus. mance is comparable to that of Model-4; in-4&

Arabic—English Trangation We also evaluate our translation, performance lags slightly. As we add
WtoP alignment models in Arabic-English translafhrase pairs to the WtoP Viterbi Phrase-Extract PPI
tion. We report results on a small and a large systeriia the Phrase-Posterior Augmentation procedure
In each, Arabic text is tokenized by the BuckwaltefTable 4, lines 4-7), we obtain-a1% improvement
analyzer provided by LDC. We test our models orih BLEU; the value off}, = 0.7 gives improvements
NIST Arabic/English 2002, 2003 and 2004 (NewsACross all sets. In-GE translation, this yields good
only) MT evaluation sets that consists of 1043, 663ains relative to Model-4, while in A-E we match
and 707 Arabic sentences, respectively. Each Arabf improve the Model-4 performance.
sentence has 4 reference translations. The performance gains through PPl augmentation
In the small system, the training bitext is fromare consistent with increased PPI coverage of the test
A-E News parallel text, with~3.5M words on the set. We tabulate the percentage of test set phrases
English side. We follow the same training procethat appear in each of the PPIs (the ‘cvg’ values
dure and configurations as in Chinese/English sy#1 Table 4). The augmentation scheme is designed
tem in both translation directions. The languagepecifically to increase coverage, and we find that
model is an equal-weight interpolated trigram builBLEU score improvements track the phrase cover-
over ~400M words from the English side of the bi-age of the test set. This is further confirmed by the
text, including UN text, and the LDC English Gi- experiment of Table 4, line 2 in which we take the
gaword collection. The large Arabic/English systenPPI extracted from Model-4 Viterbi alignments, and
employs the same language model. Alignments agsid phrase pairs to it using the Phrase-Posterior aug-
generated over all A-E bitext available from LDC asnentation scheme witlh;, = 0.7. We find that the
of this submission; this consists of approx. 130Maugmentation scheme under the WtoP models can
words on the English side. be used to improve the Model-4 PPI itself.

WtoP Model and Model-4 Comparison We first We also investigate ©E and A—E translation
look at translation performance of the small& performance with PPIs extracted from large bitexts.
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Performance of systems based on Model-4 Viterl®. F. Brown et al. 1993. The mathematics of machine
Phrase-Extract PPIs is shown in Table 4, line 8. translation: Parameter estimaticdomputational Lin-

To train Model-4 using GIZA++, we split the bi-  9Uistics, 19:263-312.

texts into two (A-E) or three (C-E) partitions, andP. Koehn, F. Och, and D. Marcu. 2003. Statistical phrase-
train models for each division separately; we find based translation. IRroc. of HLT-NAACL.

that memory usage is otherwise too great. Thesg Kumar, Y. Deng, and W. Byrne. 2005. A weighted fi-
serve as a single set of alignments for the bitext, nite state transducer translation template model for sta-
as if they had been generated under a single a"gn_tistical machine translationJournal of Natural Lan-
ment model. When we translate with Viterbi Phrase- 9/29¢ Engineering, 11(3).

Extract PPIs taken from WtoP alignments create®. Marcu and W. Wong. 2002. A phrase-based, joint
over a” ava”able b|text, we f|nd Comparable perfor- pI’ObabIhty model for statistical machine translation.
mance to the Model-4 baseline (Table 4, line 9). Us- In Proc. of EMNLP.

ing the Phrase-Posterior augmentation scheme wikhOch and H. Ney. 2000. Improved statistical alignment
T, = 0.7 yields further improvement (Table 4, line ~models. InProc. of ACL, Hong Kong, China.

10). Pooling the sets to form two large€E and F. J. Och and H. Ney. 2003. A systematic comparison of
A—E test sets, the AE system improvements are various statistical alignment model<Computational
significant at a 95% level (Och, 2003); theE sys- ~ Linguistics, 29(1):19-51.

tems are only equivalent. F. Och. 2002. Statistical Machine Trandation: From
7 Condlusi Single Word Models to Alignment Templates. Ph.D.
ondiusion thesis, RWTH Aachen, Germany.

We have described word-to-phrase alignment mod~ Och. 2003. Minimum error rate training in statistical

els capable of good quality bitext word alignment. mMachine translation. IRroc. of ACL.

In Arabic-English and Chinese-English translationy. ostendorf, V. Digalakis, and O. Kimball. 1996. From

and alignment they compare well to Model-4, even HMMs to segment models: a unified view of stochas-

with large bitexts. The model architecture was in- tic modeling fOr: speech 1ecogn|t|'0n.l EEE Trans.

spired by features of Model-4, such as fertility and ACoustics, Speechand Sgnal Processing, 4:360-378.

distortion, but care was taken to ensure that dyk. Papineni et al. 2001. BLEU: a method for automatic

namic programming procedures, such as EM and evaluation of machine translation. Technical Report

Viterbi alignment, could still be performed. There RC22176 (W0109-022), IBM Research Division.

is practical value in this: training and alignmentA. Stolcke. 2002. SRILM — an extensible language mod-

are easily parallelized. Working with HMMs also eling toolkit. InProc. ICSLP.

makes it straightforward to explore new modelings. Sumita et al. 2004. EBMT, SMT, Hybrid and More:

approaches. We show an augmentation scheme thahTR spoken language translation system. Hroc.

adds to phrases extracted from Viterbi alignments; $f thsle 'tﬂtanzt'opa'J\’\brkS*‘OP on Spoken Language

this improves translation with both the WtoP and the ransiation, yoto, Japan.

Model-4 phrase pairs, even though it would be infea. Toutanova, H. T. llhan, and C. Manning. 2002. Exten-

sible to implement the scheme under Model-4 itself. tions to HMM-based statistical word alignment mod-

. . . els. InProc. of EMNLP.

We note that these models are still relatively simple,

and we anticipate further alignment and translatioA. Venugopal, S. Vogel, and A. Waibel. 2003. Effective

improvement as the models are refined. phrase translation extraction from alignment models.
) ) In Proc. of ACL.

Acknowledgments The TTM translation system was provided

by Shankar Kumar. This work was funded by ONR MURIS. Vogel, H. Ney, and C. Tillmann. 1996. HMM based
Grant N0O0OO14-01-1-0685. word alignment in statistical translation. Rroc. of

the COLING.

References I. H. Witten and T. C. Bell. 1991. The zero-frequency
. . problem: Estimating the probabilities of novel events
A.L.Berger, S. Della Pietra, and V. J. Della Pietra. 1996. in adaptive text compression. IEEE Trans. Inform

A maximum entropy approach to natural language pro- Theory, volume 37, pages 1085-1094, July.
cessing.Computational Linguistics, 22(1):39—71.

176



