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ABSTZACT

The present paper provides a report on
2 new system of an automated morphemic
analysis of technical texts in Czech as
2 highly inflectional language, which is
veing r»repared by the linguistic tzam of
the Faculiy of Mathematics and Thysics in
Prague, within the project of man-machine
comwsunication without a pre-arranged data
base (TIBAQ). The kind of morgphemic
znalysis presented here is based on
z retrograde (right-to~left) analysis of
words ty mezns of morphemically unambi-

fuous or irresolvably ambiguous word-ends,

which dc not coincide with the etymologi-
czl word-endingzs tut correspond to the
structure of the accidental cases of
morrvhenic ambiguity in an inflectional
language (word-endings being accountable
for in a certain way by word-ends). The
algorithm of analysis can thus dispense
with any dictionary (of morphemic
irregularities and exceptions), economi-

cally zccounting especially for productive

word-endings. The word-ends of the
analysis are assigned several kinds of
morthemic information, concerning
morchenic categories and lemmatization.
™2 znzlysis is based on the atrsolute
fragquency ol word-ends in technical texts
=nd ic zble to interact with the semantic

analysis.,

1. INTL.CDUCTICN

Thz ,resent reper zrovides a regort on
z new systoen of an automated morghenmic
analysis of technical texts in Czech,
ich is bveing prepared by the linguistic

i of the Taculty of llathematies and
Thysies in Tragus. The morghenic gnalysis
of Czech, which is 2 highly inflectionzl
, constitutes the starting rcint
kind of autountzd rrocessing of
z, ranszing from sutomztic
inforwation retrieval to natural language
wnderstanding .

There is = previous project of morphe-
: analysis of Czech descrited in
{2isheitelovda, Wrédlikovéa and 3Sgall,
1282), which is based on an anal;sis of
ctymological word-stems and word-endings
(suffixes)., The present system, on the
other hand, i5 tased on a retrograde
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(right-to-left) analysis of words, which
mekes it nossitle to dispense both with
the dictionary of stems and the dictionz-
ry of endings; it was vartly inszirzd ty
the system MCSAIC (Kirschner, 1982)
(intended first of 211l for automstic
indexing of techniecal texts), which is
also based on a kind of retrograde
analysis: namely, on singling out the
four rightmost symbols of the word-form
of autosemantic words, which are then
matched against a list of word-endinss.
This kind of anel}sis, however, cannct
avoid the danger of ambiguity, which is
prevented by a number of zd-hoc
restrictions, for example reducing the
universe of discourse.

The present system of mornhemic
analysis differs from the grevious one
in several essential respects:

(i) The algorithm of the gzresent type
of morphemic analysis can be viewed as
a structured list of morthemically un-
ambiguous or irresolvably anbiguous
word-ends of Czech words (which may te
accidentally identical with full word-
forms) including informetion concerning
their morrhemic categories and leurizti~
zation., We believe that this rrincirle
can be considered as adequate for the
morrhemic analysis of any inflectionzl
language.

(1ii) In the present system, it is zlso
easier to carry out lemmatization: there
are only several tens of simnle 2nd
highly general lemmatizztion rules
arpended to the morphemic information
accompanying every word-end in <the
algorithm.

(1ii) In the present system, the turden
of the analysis lies entirely; on the
algorithm. There is no need of any
dictionary in which etymological irresu-
larities would be listed.

(iv) The algorithm is based on the
absolute frequency of word-ends in
technical texts. It consists of two
varts; the first of them involves cbout
two hundred word-ends ty means of which
it is posaible to resolve ztout fifty
rercent of a technical text.

(v) By means of the algorithm it is
possitle to analyze an unlimited number
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-of new (newly coined) words with product-~
ive etymological word-endings. Thus, both
the user and the linguist are relieved of
the work which must te usually done when
a new lexical item is being incorporated
into a system of morphemic analysis of an
inflectional language.

(vi) The algorithm is going to be
implemented in PL/1 within a system of
natural language understanding, namely
the project of man-machine communication
called TIBAQ (Text-and-Inference Based
inswering of Questions, cf. (Hajidova
and 3gall, 1981)) with no pre-arranged
data base and with the capacity of self-
-enriching by information drawn from the
text; the project is based on the
linguistic theory of the Functional
Generutive Description.

(vii) Underlying the algorithm is
a large amount of empirical work; it
analyzes several tens of thousands of
{autosemantic and synsemantic) words
(drawn from a retrograde dictionary of
Czech, cf, (SlaviZkovd, 1975)), including
the word-forms of inflected words. The
choice of the autosemantic lexical units
to be analyzed was carried out with
respect to technical texts concerning
microelectronics,

2. THE PHILCSOPHY OF THE SYSTEM

The major novelty of the present
approach consists in the conception of
{morphemically unambiguous or irresol-
vably ambiguous) word-ends, which do not
correspond to the (etymological) word-
-inflection and woré-formation endings
but to the cases of accidentzl morphemic
ambiguity in an inflectional language,
every word-ending being accountable for
by at least one word-end (piece of output
information). On the other hand, every
word—end corresponds to (stands for) at
least one lexical word, and due to the
cases of morphemic ambiguity, it repre-
sents at leust one word-form. 4 word-end
is usually equivalent to a part of a
word-form, out accidentally it may be
equivalent to a full word-form.

The algorithm of analysis, embodying
4 conception of procedural morphemics,
can be viewed as a structured list of
word-ends arranged in a branching struct-
ure consisting of yes-no answers to
ueries, with correSPOEEing sequences
?strings) of symbols of increasing
length, which is due to the retrograde
a2dding of symbols (we use 40 letters
of the Czech alphabet, including the
ones with diacritiecs), until morphemi-
cally unambiguous or irresolvably )
ambiguous word-ends are found (morphemlc
ambiguity counting as a valid result of
the analysis, since it can be resolved,
in most cases, by means of the syntactic
analysis). The word-ends are assigned
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the kinds of information as described in
section 3.

In the present system of morphemic ana-
lysis, there is no place for the notion of
(etymological) irregularity, all word-ends
being equally "regular"; the differences
between them can be accounted for e.g. in
terms of their length or of their positi-
ons on the scale of absolute frequency
(cf. section 5). It may even be the case
that an etymologically highly irregular
word-form can be analyzed by a relativel;
small number of symbols (of its word-end),
and the other way round,

In the horizontal progress of the algo=-
rithm (which corresponds to the answer
xg% - a new symbol is added) the output
information concerns a single word-end,
while in the vertical progress (corres-
ponding to the answer no - different sym-
bols than the one(s) in question are
added) it usually concerns more than one
word-end. These word-ends can be labelled
as complementary word-ends with respect
to the horizontal word-end(s) in question;
they consist of the same sequence of
symbols as the correlated horizontal word-
-ends with the exception of their respect-
ive leftmost symbols, which belong to the
complementary set of symbols of the alpha-
bet with respect to the leftmost symbol(s)
of the horizontal word-end(s), according
to the combinatorics of letters in exist-
ing Czech words (for example, the comple-
mentary word-ends to the horizontal word-
-ends /mér, umdr, ymEr are only four:
4mér, Im&r, omér, umer (the symbol /
stands for the end of the word, i.e, indi-
cates a word-end in the form of a full
word-form)). Throughout the algorithm,
the notation concerning the complementary
word-ends is abbreviated in that in their
place only their common output informat-
ion is written (cf. the three occurrences
of A in Pigure 1 below).

The conception just discussed can be
illustrated by a chunk of the algorithm
accounting for the frequent word-
-inflection ending ¥ (which is an adje-
ctival word-ending, ambiguous among nomi-
native and accusative singular masculine-
~inanimate, and nominative singular
masculine-~animate, thus representing the
adjectival "normal form"), which clasles
only with /pry (adverb), being accounted
for by the three occurrences of the out-
put information A (standing for the mor-
phemic information in question) in Tigurel.

Pigure 1. A chunk of the algorithm.

1
¥y =1y == pry — /pry ~— B
s A A

The three occurrences of A in Figure 1
can be indicated, for the sake of clarity,
as 4y, 4, and Agi Ay (corresponding to the



horizontal string ry) accounting for those
Czech adjectives (1a the given form) whose
-penultimate symbol is different from r
(such as velky (big)), A, {corresponding

to the horizontal string pry) accounting
for those Czech adjectives (in the given
form) whose second symbol from the right
is r and whose third symbol from the right
is different from p (such as dobry
(good)), and A3 {corresponding to the

hQorizontal word-end /ory) accounting for
those Czech adjectives (in the given form)
whose third and second symbols from the
right are pr, respectively, and whose
fourth symbol from the right is different
from /, i.e. which are longer than three
symbols (in Czech, there is only one such
adjective, namely kyory (loose, plump)).
Cn the whole, Ay, A2 and A3 account for

all Czech adjectives (in the given form).

3. KINDS OF INFCRMATION

The word-ends (i.e, the horizontal
word-ends and the complementary word-ends
with respect to the given horizontal
word-ends) are assigned the following
kinds of information.

A, Norphemic information.

(i) The information concerning part-of-
-gpeech categories includes the distincte-
ion between Nouns, Verbs (these kinds of
information are further subcategorized),
Adjectives (A), Adverbs (B), Prepositions
(Cg, Conjunctions (D) and Pronouns (2j)
(there are distinguished three kinds of
pronouns, namely those which function as
nouns, those which function- as adjectives,
and those which function both ways).

(ii) The information concerning gram-—
matical categories includes the following
distinctions (with respect to the part-
-of=-gpeech categories).

(a) Declension.

{(aa) Case (six cases, indicated as 1,
2, 3, 4, 6 and 7) is distinguished not
only with nouns, tut due to grammatical
agreement, also with adjectives and pro-
nouns,

(bb) Number (singular and plural, indi-
cated as sg and pl, respectively) is
distinguished with nouns, and due to ]
grammatical agreement, also with adjecti-
ves, pronouns and verbs,

(ce) Gender (combined with animateness)
is distinguished with nouns, and due to
grammatical agreement, partly also with
adjectives, pronouns and verbs (with
verbs, for example, in the past and pas~
sive participles plural). With nouns,.
four genders are distinguished: masculine-
-inanimate (N), masculine-animate (%),
feminine (F), and neuter (S). The cate-
gory of animateness is involved rather

181

with masculine than with feminine and
neuter nouns because with plural masculi-
ne nouns the difference in animateness is
present, due to grammatical agreement,
also with verbs and adjectives in the
above mentioned way, and because in tech-
nical texts substantially more masculine-
—animate than feminine-animate nouns are
found.

(b) Conjugation.

With verbs, there is distinguished
person (three persons, with the exception
stated in section 4), number {cf. (bb)
above), tense (present, past and future),
mood (indicative and imperative), and
voice (active and passive). As concerns
notation, usually several kinds of infor-
mation are collapsed in a single abbrevi-
ation, cf, K standing for the third per-
son singular active indicative present.

There is no need of information
concerning the inflectional types of
nouns, adjectives and verbs; for example
the word-ends corresponding to the class
of nouns represented by the word-forms
katodami (by cathodes) and vlastnostmi

(®y properties) (both 7 pl) are assigned

the same morphemic information, though
the word-forms in question belong to
etymologically quite different types of
inflection of (feminine) nouns (c¢f. the
difference between the word-inflection
endings, ami and mi, respectively),

B, Lemmatization information.

Lemmatization, i.e. convering an in-
flected word-form into the normal form
(i.e. 1 sg with nouns, 1 sg masculine
with adjectives and pronouns, and the
infinitive form with verbs) has a speci-
fic purpose, being connected with those
applications of morphemic analysis which
concern the terminological elements of
technical texts (such as automatic inde-
xing) .

In the present system, lemmatization
is carried out by a retrograde erasing of
a certain number of symbols (possibly
zero) and by adding a number of specific
symbols (possibly zere) to what has been
left after the erasing; in lemmatization
(unlike in the rest of the algorithm) we
work with diacritic marks as specific
symbols. In this way, lemmatization can
be accounted for by means of several
tens of simple and highly general rules,
cutting across the inflectional endings
and also across the inflectional types
of different part-of-speech categories.
It should be pointed out that lemmatizat-
ion concerns rather the concrete words
(word-forms) found in a text than the
word-ends themselves: though the majority
of the lemmatization rules operate on
word—-ends (concerning usually only a part
of a word-end, which is close to a word-
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~ending, cf. the symbol y in the word-end
tady, cor“es*ondldé to the word-fora
gz2tody), in bxccpt¢onal cases, ior examrle
where the stem of a word 1s affected by an
alternation, the erasing nay reach to the
left of the concrete word, i.e. behind the
voré-end; cf, the word-end ste (consisting
of three symbols), which, with some
sizmplifications, unamblcuously indicates

a verb (¥X), but which is not sufficient
for the lemmatization of such verb-ferms
as roste (g*ows) to their infinitives
{r%5t (to crow)), where four rightmost
stmbols of the concrete word should be

It

considered
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The rules of lzammatization have gznersl-
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the nwiber of the syubols to ke
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Pigzure 2., Lemmatization.
N: obved® (6 s:); obvodem (7 =g);
obveoda (2 pl)

c1)

: odbornikem (7 sg); odbornikd (2

A

o

F: katodam, vliastnostem (3 rl);
katodami, vlastnostmi, relecenmi

(7 1)

S: stzvznich (6 »l); st

[v]

vanini (7 =1)
\
/

4: mlad¥ch, nwodnich (2 £ 6 pl);
m_aaéml, ouvoanim: (7 ©1)
In the above survey, the words which

=etion (c.g.
QIQCG“l) telﬂﬂg

are assigned common 1n10
katodani, vlastnostal,

to etymolegiczlly IiTfeTeat tyoes of in-
fleetion, which, however, necd nct ba

distinguished he¢e. thoush the la:natla .~
tion rules can be arrsnged in a scale
according to their complexity or rancc of
application, the presant naethod of
lemmatization covers both simrle (rag
and complieated (irregular) tyres of
word-inflection and word-formastion in
an equally economic mannsr.

ular

C. Semantic information.

The semantic analysis by means of the
retrograde morrhemic ¢naly51a is z yet
unfinished, but presumatly smoothl;
feasible tas&, which will e basad on the
account of productive word-endings by
means of word-ends.

The considerations concerning the
sementic analysis should start from
establishing a set of semantic categorizs
(classes) of nouns and nossibly also
adjectives which are considersd to bte
relevant for the anal;siz of techniczl
texts. In addition tc the censiderztion
of rroductive word-endinss, there can te
also introduced into the zlgoritim such
word-ends which zceount for semanticall;
relevant but only restrictedl:- ?racuct’ve
word-formation endings {cuch o3 getr
(meter)), if such word-ends have tzen
"hidden" in the complementary h01“-guds
of the algorithm (for exam“le, it may
hapren that 2 rroductive word-ending
001nc1d1n5 with a single word-end (such
as tko, cf. below) is "hidden" in this
way

In establishing the set of semantic
categories, we can draw from (2 uranova,
198C) and (Vlrschne*, 1983), vrrorcsing
thzt there should bYe introducsd for
axarple the category of Instrument (Tcool)
(as expressed by the nroductive word-
~endings dlo, t“o, ag, ig, Zks, ér, ar,
and by the rebtr’ct—aly Troguctive
word—cndln~" metr, gzraf, fon, =nd gkop
Actlcn (?rocessi (ac &ce, énl, ant, )

2nd, en1< 2% and za), “rnrer Ty (oSt, ite
and ance), “Ste.
The information concerning semantic

\
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znalysis can be rendered by indicating
certain pieces of output information =s
semantically relevant (with respcet to the
classification of semantic categories),
tut presunably it will e even possible to
state this kind of information essentizally
only in an appendix to the algorithm. Such
zn aprendix should consist of the specifi-
cztion that svery word-end (this concerns
also comclenentary word-ends) whose right-
most symbels coincide with the word-ending
in question (because a word-end is usually
longer than, or identical to, the word-
<nding which is accounted@ for by it) and
which is assigned certain morphemic infor-
ization (concerning usually gender)
corresponds to the semantic category in
gquesticn; cf. all word-ends whose three
rightnost syubols are aci and which are
assigned the output information F 7 sg §

2 p1 {such a3 laci, which is "hidden" in
the couplementary word-ends) correspond

to the semantic category of nouns of
action (in this case, aci is correlated

to the normal form with ace, which is the
Czech cquivalent of the Znglish ation).
Tossitle exceptions to the semantic infor-
mation concerning the word-ends which
zceount for the word-endings in question
should be indicated directly in the algo-
riths (e.g. ¥y superscripts in the output
inforiaation); for example, the above-
-zentioned nominal word-ending aci (which
stemotically clashes with the—aajegtival

Mo

word-endind aci ¥ § P ﬁrS 15 4 sg y 2
lsg ,72, 3,6 TsgtN{Z{F§S

1, 4 71, and thus is accounted for by
shout 3C pizces of outrut information)
nas zbout five semantic exceptions to it
{such 25 nadac{ (nadace = grant, suprort
- neither action nor result of action)),

Tor which there should be established
5, 1cizl word-ends in the algorithm, with
the indication, in the output information,
5f their semaontic exceptionslity (with
to the other word-ends whose

aont synbols are sef and which cre
output information in
question), i.e. of their non-nemnbership
in the class of nouns of action.

4. A'BIGUITY

This section Yrings information
concerning (1) cazses of morphemic dist-
inctions not included in the algorithm;
{(ii) renuine irresolvatle cases, and
f1iii) caoses of morvhemically irresolvable
ambizuity.

(1) Ceses of morphemic distinctions not
included in the algorithm, We prefsr not
tc include in the a2lgorithm of snalysis
(with possible exceptions) morphemic
diztinctions concerning those word-
~inflection endings which occur in tech-
nical toxts only rarel; or not at 2ll,

rarticularly the follcwing distinetions:
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(a) Verbs: 1 sg indicative present

(such as piedcokladam (I suppose)); 2 sg
indicative present (such as gredrokladas

{you suppose)); 2 sg imperative (Such as

vyber (choose)); transgressive forms
suc ¥

as predpoklddaje, pFedpoklédajic,
fednokléga'lce {supposing)), and I and 2
pl imperative are assigned only the morph-
emic but not the lemmatization information
because these forms are supposed not to
be semantically relevant,

(b) Wouns: S5 sg and pl (such as odbor-
niku! (expert!)).

(e¢) Adjectives: masculine-animate pl
(such as vysoeci (tall)). '

(ii) Genuine irresolvable cases., By the
present kind of anal;sis, there practi-
cally cannot be resolved, in spite of
their regular inflection, geograrhical
and personal proger names, their multi-
tude preventing the linguist from
empirically establishing their (unambi-
guous or ambiguous) word-ends. This can
be partly overcome bty introducing into
the analysis the recognition of capital
letters and/or by establishing a "right
set" of proper names to Ye analyzed
(which seems to be an easier task with
geographical names, cf. EZvrona (TZurope),
Fraha (Prague), etc.). Cn %his solution,

or example, the accusative form of “rala
(F), namely Prahu, would yield a czse of
morphemically irresolvable ambiguity with
the locative form of prah (XN; threshold),
namely prahu. ilso certain Ireguent

ersonal names can be treated in this way
fcf. Schottkvho dioda (the diode of
Schottky)).

(iii) Cases of morghemicall, irrescl-
vable amtiguity. The cases of this kind
of ambiguity concern all of the morphemic
categories as well as lemmatization,
oceurring singly or as comtined in varicus
voys. In what follows, the relaveant
of ambiguity ars indicuted Yty i, =2
other cases of ambiguity are indues
by cormes or semicolons.

(a) Ambiguity concerning only rartenf-
-speech category; cf. the ambiguity of
the word-ends correspronding to non-
-inflected words, such as the anti
of the word-end tI between advert and
rreposition (T $C), tf standing for

.o degy
Y
M

several words ineluding c.g. vevnit?¥
(inside) or zevnit? (from insidzs).

(b) Amtiguity concernin; rart-of-s;sech
catesory in combination with >ther kinds
of ambiguity; cf. the ambiguity of the
word-ends corrssponding tco inflected
viords, such as %the ambiguity of +the word-
end /rast bLetween noun and vert (N 1, 4
sg , Infiaitive: growth 7 tc
the ambi_ndty o7 the word-end
between adjective and verbk (A T 3

b
wi
en

.
.
Fal
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(e) Ambiguity concerning only gender,
cf. the ambiguity in gender concerning
word-inflection endings with sdjectives,
such as the ambiguity of the word-ends
(coinciding, with one exception, with
word-inflection endings) yeh (2, 6 pl) and
ymi (7 pl), which are ambIguous among all
genders (N s Z ¢ T § S).

(d) Awbiguity concerning gender in
coubination with other kinds of ambiguity:

(as) Ambiguity concerning gender in
coiibination with case and number, cf. the
word-end /set, which is ambiguous between
masculine-inamimate and neuter noun (N 1,
4 8¢ § S 2 pl: set § of hundreds),

{tt) Surface-syntax ambiguity concern-~
ing gender in combination with underlying
ambiguity concerning case and number, cf,
the word-end /¥ddky (lines), which is
ambiguous between masculine-inanimate and
feminine noun (N 1, 4, 7sg § F 2 sg; 1,
4 ?1). This ambiguity in gender, however,
is not present on the underlying level
of Czech, where only a single lexical
item (masculine-inanimate noun) is hypo-
thesized to occur, as corresponding to
the two surface normal forms (i.e.
masculine-inanimate and feminine), the
two surface genders accidentally yielding
ambiguity in the word-end (word-form)
/iddky.

(ce) Ambiguity concerning gender in
combination with animateness (and case),
cf. the word-end /&len (member), which is
ambiguous between masculine-inanimate and
masculine—animate noun (N 1, 4 sg § ¥
1 sg). (In the majority of the other
cases of the inflection of masculine
nouns, the ambiguity in animateness is
not accompanied by the case ambiguity.)

(e) Ambiguity concerning only case (and
number), not accompanied by any other
kinds of ambiguity, c¢f. the word-end tody
(F 2sg ¢ 1t 47p1).

(f) Systematic ambiguity concerning the
distinction between geographical names
and possessive adjectives derived from
laxically corresponding personal names,
cf. the word-end /BeneSova (N 2 sg §
AN2sg; T1lsg; S1, 4 pl: of BeneSov
, of Benei's).

(g) Ambiguity concerni lemmatization,
cf. the word-end yvaii (§§, corresponding
to a single word—%orm vyvazi, between
lemmatization rules {1; tJ and [2; etl,
corresponding to the infinitives azit
(to valance) and vyvédiet (to export;,
respectively. Cf. also the surface-syntax
ambiguity in lemmatization with the
word—-end /¥adky {(ef. (bb) above), which
ig surface-syntax ambiguous in gender
(¥: féddek § F: Pddka).

The present treatment of ambiguity is
characteristic of the procedural
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conception of morphemics in that the
method of accounting for every etymologi-
cal word-ending by means of at least one
word~end (piece of output information)
removes from the analysis the systematic
ambiguity as well as morphemic irregula-
rities (exceptions) concerning etymologi-
cal word-inflection and word-formation
endings, which have been usually treated
by means of various restrictions and
other ad-hoc means. Ivery case of the
systematic etymological ambiguity is
accountable for by several tens or even
hundreds of gieces of output information
(ef. the systematic ambiguity of the
word-formation ending aci as mentioned in
section 3, or that of the word-inflection
ending y among masculine-inanimate,
masculine-animate and feminine nouns with
additional morphemically irresolvable
ambiguity concerning case and number:
N1, 4 7p1§ %4, 7Tp1 8§ FP2sg;1, 4
pl); on the other hand, exceptions to
word-endings (in the form of word-ends
with different output information) are
accountable for by several pieces of
output information (cf. the word-inflect-
ion ending ¥ as mentioned in section 2,
which is accountable for by three pieces
of output information, representing one
exception, or the word-formation ending
en{ as mentioned in section %, which is
accountable for by five pieces of output
information, representing six except-
ions).

After resolving the cases of the syste-

matic etymological ambiguity and of

irregularity, it is possible to list the
remainin: (about one hundred) cases of
morphemically irresolvable ambiguity
(with the exception of the case-number
ambiguity accompanying gender ambiguity);
such a list can be compared to the list
by (Panevovd, 1S98l) involving =zmnhiguous
word=f2rms in Czech. Panevovda s list,
not being lexically restricted with
respect to specific applications, inclu-
des also proper names, words not occur-
ring in technical texts and forms not
analyzed by the present algorithm (such
as singular imperative with verbs), but
on the other hand, it consists only of
full word-forms, thus intersecting with
the present list, where first of all
ambiguous word-ends in the form of parts
of words are involved.

5. QUANTITATIVE ASPECTS

The present conception of the algorithm
of morphemic analysis is based on the
absolute frequency of word-ends in tech-
nical texts. In the ideal case, the word-
-ends should be arranged with respect to
the frequency of their last (rightmost),
last-but-one, etc., symbols - a task
which itself would require the aid of
a computer; for the time being, we must



work with an approximation, which makes
it necessary %o divide the algorithm into
two rarts according to the asswaption
that the first two hundred word-ends on
the scale of absolute frequeney, arranged
according to a statistical examination
concerning the whole word-ends, could
resolve about fifty percent of the words
of z technical text, while the other
word-ends of the algorithm (pieces of
output information), arranged according
to the frequency of their last syubols,
should resolve the remaining portion of
a technical text. We assume that out of
the about twenty thousand pieces of
output information of the broadly concei-~
ved preliminary version of the algorithm,
only several thousands will be sufficient
to cover the words which may occur in

a stendard technical text (this will lead
to a substantial reduction of the preli-
minary version of the algorithm).

e words included into the analysis
full into four major sementic hyper-
—catezories (not used in the semantic
analysic): (1) words with the most
ceneral semantics (including the forms of

cate-orial verbs, such as byt (to be),
vrepositions, such as ¥ (ing, ete.);
(i1} general terms typlcal of technical
texts (sueh as metoda (method), systém
(systen), etec.); (1i11) words speclilc
to the [iven technical domain, e.g.
nicroelectronics (such as katoda
(cathode), obvod (circuit), elc.), and
(iv) words Typical of other (possibly
affiliated) domains (such as cihle
{(trick), stlecha (rocf), ete.).

The conception of the most frequent
4wo nundred word-ends (which ars
ia 2 special algorithm) can de
¢ by & list involving ten most
word-2=nds; in Czech technical

ide with etymological word-cndings,
such a5 #ch or &ho); (ii) word-ends

in the form of full word-forms (such 2s

ce or /iz), and (iii) word-ends in the
“orn: of rarts of word-forms resolvcble
with minor exceptions (such as or

Gal) j; such word-ends are indicated by
enoircling. In =déition to this, there
can te distinsuished morphemically

wncabiguous word-ends (ef. /na, [z, [V,
u*cz vs.hmogp?emicallz.anblfuous woTrc=
Zends (cf, geh, [se, Liz2, , éno,

Y. In the list in Fizure ], all coses

anbiguity (including the ambiguity in

ace and nuw.ber) are indicated by (;
with /je, for the sake of clarity, the
-ornhenic information is given directly
by mezns of Inglish squivalents.
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6. CCNCLUTICH

ey

7e have descrited =z nct

tut promising systen of a >
norpheric analysgis intended
texts in Czech and based o
of morrhenically unanbigiot
vably smbiguous word-ends
the cases of morphenic axnid
inflectional language. Ths 3
seems to be more economic than
vrevious systems (which zre fully or
partly based on the concertion of etymo-
logical word-endings (and word—stems{mor
on the conception of word-ends as
consisting of a fixed, =zgriori establiczk

vet invlementad

nunber of symtols) in that it can disgens
with any dictionary as well as with the
notion of morphemic irresularity; mors-
over, it is capable of an interaction
with the other levels of analysis, as
well as of various adjustments.

The advantages of the present systen
vis~a-vis the previous systems can be
sunmarized as follows.

(i) Due to the Tact that svery se
complementary word-ends (with respe
the ;iven horizontal word-end(s)) i
assigned a common piece of outrut infor-
mation, snd also to the fact tha
a single word—end oftsn corrsswonds to
several words (lexiczl unites) =nd/or
to several word-forms, the aunlt
pieces of output information necess
for resolving a standard technical 1
is presumably considerzbly lower thon tie
number of the word-forms zof totnr inflzct-
ed and uninflected words) occurriars in
such a text.

(ii) The present system iz able %o
account fer the word-forms of new (newl
coined) words with productive word-
-endings automatically, without consi-
dering their stens.

(1ii) The account of productive wo:
-endings also enables to ucenunt £
semantically relevant word-endingc by
indicatin; the seawanticzlly relevaat
pieces of output information.
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