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ABSTRACT

The central claim of the
stringsets are regulare
arguments are offered
position? one bag ed
conslderations, one esploying the
McCullogh=Pitts (1943) model of neuruns,
and a purely 1linguistic onee. It 1s
posslble to derive explicit upper bounds
for the number of (live) atates in AL
accaptors: the results show that finite
state NL parsers c¢can be implemented on
present—-day computerse The position of N1
stringsets within the regular family 1is
also investigated: it i proved that NlLs
are counter—free, tut not locally
?establa.

paper Is that NI
Three independent
in favor of this
on parslsony

Q. Juireductliop
The question whether the grammatical
sentences cf natural languages form
regular (Type J3)y context free (Type 2),
context sensitive (Type 1)y or recursively
enumerable (Type 0) se ta has been subject
to much discussion ever since 1t was posed
by Chomsky In his seminal 1856 papere.
However, there sesems to be little
agreement among the linguiasts concerned
with the ?'geographic' positlon of nestural
languages (NLs): tor instance Relch (1£6&)
claims NLs to be finite- state (Type 2),
while Matthews (1972) argues that they are
not even recursively epumerablae.

Pullum and Gazdar ¢ 1882) have
demongstrated that the standard linguistic
arguments againat the context~ freeness of
natural languages are fallaciocus =—~= they
did not consider, however, the
matalinguistlc argusent offe red by
Natthews. In Section 1 of this paper I
will briefly outline eand challenge this
argumenty, and in Section 2 I will argue In
favor of Reich's positione The claia that
NLs are Type 3 has several implications
for lingulstic (meta)theory: these will ne
discussed in Section 3.

The paper presauppos es
familiarity with the rasic notions and
notatlions of formal language theory: when
no speciflic reference is given, the reader
will find a proof hoth in Salomaa (1973)

PeCeBs 19. H~1250 Hungary

and Harrison (157E)

‘Je Naturol lansusges g8 formel lapsuages

1The ‘@xtensional view of natural languages,
fieee the identification of Nls with the
set- of thei r grammatical strings
(sentences ) is soset imes regarded an idea
characteristic ot generative linguisticse.
fince it was Chomsky (1957:1§) who first
made this wview exgpglicit, trie 1ig =not
whelly unjust: yet 1t {is quite clear that
the same idea was lmaglicit Iin much of the
work of the structuralist gericde! 1In
facty the 'discovery procedures' develcped
ty the structuralists in order 'to arrive
at a coincise descripticn ( gramsar) cf a
NL from a set of utterances (corpus) were
without exception dased on the assumption
theat nat ive sSpeakeras of tre larguage are
capable of ,judging the grasmaticality of

ctterances presented to theme Although
these procedures arey LYy and large,
gractical (empiricel) and sechanical

(algorithmic), their presentation already
involved a certain ascunt of ldealizatian.

For instancey it Is otvicus that
native speakers themselves utter
ungrammatical sentences from time to time,
and it is alsa clear ttat trey can
understand (parge) sentences that are not
atrictly 'gramsatical’e. Nevertheless,
these anethods work quite well ir the
ectual practice ¢f NI description, and the
structuralist methodolcgy has often teen
compared to that of chemlstry, rhysics,
and other natural sclences.?

Matthews ( 1879) has casted doubte an
the fundasental assumption of these
procadures: he claims that native speakers
are in tact ypatle to Judge the
gremmaticality of msterial gresented to
theme The relevant part of his
argumentation is reproduced below:

1) See oee Def 4 in Eloomfleld
Earris 1846 ch 1.0

2) See eesge Carroll
19S8 che 2

1926, or

1953y Levi~Strauss



“Consider (1) and (2).
inatantiate

If native speakers

(1) the cance floa ted down the river
sank

(2) the editor authors the aewspaper
hired liked laughed

an effactive procedure in their

claasi tfication ot sentences, traen

presumably tte classiticaton of (1) and

(2) should not depend on thelir position In
a list of test  sentences that alasc
includea sentences similar to (3) and (4).

() the man {(that
staire died

was ) thrown down the

(4) the editor (whom) the authors the
newspaper hired llked laughed

and (2) will
ungrammatical

but 1in fact it doess (1)
typically be classified as
if they precede sentepnces asiailar to (3)
and (4)y but grammatical 1f tbhey follow
theme Such cases are quite common.®™ (p
212)

Noreover, %“there is considerabdble
enpirical evidence to suggest that native
speakers employ a tattery ot beuristic
atrategies when parsing and classityicg
sentences. Their reliance on  sguch
strategies does not preclude their having
avallable to them an effective procedure
for declding membershirp Iin their language;
however,; In the abscence of eapirical
evidence for such a procedure, we are
certainly not required to postulate 1its
existence." (p 213)

From this, MNatthews concludes that
Putnam (1961) was not Justitied in
appealing to Church'’s thesis in order to
show that NLs are recursive: for if native
SspeaXkers have no effectlive procedure for
deciding membership in the set ot
grammatlcal sentences,y, then there is no
guarantee that such procedure exisatse. Buyt

ig it really the case that the "battery of

heuristic procedures”
speakers falls outside the scope of
Church's thesia? Vell- confirmed natural
laws3 are usually taken to be unlversally
valid = it iIs unclear why should Church's
thesis be an exception to this, and
Natthews offers no evidence to corroborate
his views on this pointe.

Putnam's original argument derives
its strength from Church's thesise If Nlg
are poat Tyre 0O, then the heuristic
atrategies of native speakers will be
instancea ot precisely that sort of
procedures that Church's thesis predicts
09t to exist: on the one hand, they are
‘intultively effective'y and on the other
handy they are not Turing computable.

employed by pative

The phenomenon cbserved by Matthews,
namely that native sgpeskers can be coaxed
into accepting (or rejecting) sentences
has little to do witt the recursiveness cof
the battery ot heuristics they e=xglcy:
rather, It calls the extensional view of
language in questions 7The groklea 1&g a
zse thadolagical one: if NLs are defined to
te sets of grammatical sentences, how can
one test potent jal eleserts ter
senbearship? This problem hecomes
particularly acute in borderline cases
(such as (1-4) atave), and far tte
linguist who wanis to creck the
gredictions of his grammar it matters tut
little that such dutious sentances are
(etatistically) infrequente.

The easiest wesy to sclve this
problem is to give up the agsumgption that
gremmaticality 1is a yes/no gquestion:
‘degrees of grammsticalness? cap te
introduced (8ee eege Cromsky 1561) and Nlg
¢can he treated as graded (or even ftuzzy)
sets. This approachk, tcwever, can only te
applied in the study ct idiclects

( languayges of iadividual speakers ),
tecsuse there is no way to arrive at a
graded set that will reflect trte sum ct
individual opinions in a ressonatly

faithful manner.

Supposey far Instance, that we rave
three speakers, I, Y, and Z, and esch of
them classifties the sentences a,y, ty, and c¢
consistently (that 1s, if he rreters a to
b and b to ¢, then he prefers a teo Cy
etce)e NoOw, if for sgeaker X adtdc,y, for Y
t>cday and for Z- cdedty ther the wajority

frefers & to by b to ¢y and ¢ to a; in
cther wards, the ‘general opinion' is
incons istent ( nan— transitive)e. The

Wrosgibility theorem™ of Arrow (1950)
sakes 1t clear that the example is
typical: uader very general ccnditicns,
there is s8imply no way to aggregate graded
sets in such a manner trtat the (partial)
orderings imposed by the individual
gradationas are greserved, Therefore, the
‘degrees of gramsaticalness! agproach must
te relegyated to the study o1 idiolects 1In
anpy case — most linguists, however,
reject it entirely (see Newmeyer 1880 ch.
€0Se2¢ 5e7el)e

Yes/no gramsat jcallty
the- other handy shcw remarkably little
variation from speaker to speaker in any
given @Speech cosmunjity, and it is thie
igtrasubiective teastalbility (cf. Itkcnen
1€81) that justities the engirical study
¢t 'dialects' and even ‘'languages'. But if
Matthews is right, and native speakers are
unable to “class ity any aentence cver tte
vacabulary of their language gopngigtently
as either grammatical -or ungrazmatical®” (p
211), taen iatrasubjective testability

Judgments, ¢n

3) For indespendent motivaton of Church's -
thesis, 80@ @ege Jogers 1967: che 1.7



will be Impossible to achieve. The
question is: what makes the native sgpealker
inconsiastent? In Matthews'! example, there
can be little doubt that the cause of the
inconsistency 1a the tegt gliuatiogpn ° tre
speaker's linguistic Intuition 1ils not the
same before and atter reading sentences
(3~4).

This source of inconsistency can be
eliminated falrly easily: if the sentencesa
are presen ted in a randos manner
(preferably, with "filler" sentences among
them ), then no "cues provided by the
context of classification” (p 213) will be
present. Naturally, linguistically
relevant experiments will have to conmtrel
many other factors (eee se«ge Greembaum and
Quirk 1970), but as we shall smee, there is
no need to discuss these individuallye.

Fromw the point of Intrasulbjective
testability, It can be safely salid that
well—-designed experimenta usually provide
highly conasistent dats (even in the case
of borderline aentences), and the
extenslonal view of Nls can be malntained
on an empirical basis as well. The actusal
sets designated as NLa willy, at least to a
certaln extent, depend on the cholce of
experisental technigque, but any 21i3ed

experimental method can be thought of as
an algorithm for deciding questions ot
2 byusso

membershly - wyith the aid oI
eracle.t

Since the existing experimental
methods can te replaced by ( interactive)
computer— programs, the question belils
daown to this: 1s a Turing machine with a
human oracle more powerful than one with a
Turing machine oracle? Py Church's thesis,
the answer 1s negative, and as 7Turing
machines with recurasive oracles are 1o
more powerful than Turing machines wilithout
oracle ( see e.gs Rogers 1967 che 8«4}, Kim
sust be recursalve.

Notice, that this 1line ot reasoninog
is independent of the particular choice of
experimental techniquey, or what Is the
samey of the precise definl tion of XKlise.
This 1s a consequence of the fact that the
experimental methods used in emplricsl
sciences (including linguistics) hardly
merit this name unless they are well-
defined and 'mechanical' to such an extent
that their algorithmization poses no real

problemse ( For instance, the procedure
outlined above does not wmale crucisl
reference to random sequences? the

trandomization' of teat- sentences can te
carried out with the aid of pseudorandox
sequences generated by Turing wachine.)
This is not to sasy that introspective
evidence or Intuition plays no role in
linguiastics (or 1in general, In the

development of science) — but questicsos

4) For the definition of oracles, see ecge
Rogers 1967 che 9

pcslition ot natural
languagese in the Chomsky hierarchy can
tardly be meaningful unless we have sose
definition of NLs (l.es some experimertal
sethod to teat membership) tc work withe

concernlng the

z-mmmmumm.umus

Finite atate NI models were tirst
developed by Hockett (1S5f). Al though
Chomsky - (1857 - ch Jel) attempted tc
descnstrate the inadequacy of such models,
several linguists3 advocated thelr wuse,

and the stratificational schcol: ct
linguiatics (Lamp 1866) persists in
enploying a - forsallsms which 1isa, in
eSsenca, egquivalent ¢to finite automata

(cte Table 1 of Borgida 1983).

As Reich (19€€) has polnted out,
Chomsky's demonstratlicn is ©tased orn tte
assumption that Nls are sel f—emkedding to
20 arbitmary degleee This means, that tte
sentences (1-2) and (5-6) wmust ke equally
grammatical: - ’

s) the boss edltor authors the
neswspape r hired liked hates
laughed -

(6) the coamltte bose editor authors

the newspaper hired 1liked bates

chairs agreed

The experiments (Miller and Isard 13564,
Narke 1968 ), however, do not support this
conclusion: natlive sgpeakers of  English
teact to (5-6) and (7-8) the same way®

authcers tre
lixed ha tes

(7)- the bose editor
- newsSpaper hired
- laughed cursed

cosmitte bose editer
hired liked

(§) the secretary
-authors the newspaper
hates chairs agreed

Since (7-8) are ungreasstical 1z ary
grammar of English,  Clrossky's original
descnstration is far from convincing, and
the gquestion whether NLs are Type  is
atill opaene

In fact, the only way to show that
K¥Is are not fipite is to exhitit some
infinite seguence aof grasmatical

sen tencesd fortunately, the pattern
exesplified in (1-€é) is not necessary tor
this. Coordineted constructicnons ae In

€] Especially the ones working with

computers. See e.ge Marcus 1964, Church
19§80 : -

6]} Chomsky (1562) regards (=€)
gremmatical (-but unsccegtable) and (7-8)
upgramma ticals for the sethodological
isglications of thi s posl tion gsee Greene
(1€72 )e



(9) I have seen Tom

(101} I have seen Tom and Dick

{11) I have mseen Toﬁ' Dick and Barry

can be as long as we wiah: the
grammaticallty of s8cch sen tences 1ls
independent of the number of conJjunctse

Similar (right— and lef t~recursive)
patterns can be found in any NI, but all
of theme can be described by regular

expressions. Therefore, if grasmars do not

have to account for iterated
self—embeddings, the principle ot
ascientiflc parsimony willl point to the

2ipimol language tamily accomodating every
posaible finlte NL corpus and their
regular extensions. From this gerspective,
the Type-3 family 1ls more than sufficient:
since 1t contalns  every finite 1language
and 1ls closed under regular operations, it
provides a generous ugpper bound for the
family of NLs.

A more direct argument can be based
an the blological wmake—~ur of the humsan
brain: as individual neurons can be
modelled by finite outomata (McCullech
-Pi tts 1943), and e tinlte
three—dimensicnal array of such automata
can be substituted by one finlte autosatan
{see Kleene 1956), NLs wmust he regulare.
Although finite atate models of Nls
usually do not claim Sneurol ogical
reality"” (see ch 3.2 of Sullivan 1980),
the above reasoning gives us an Jygrssc
houngd on the complexity of finite automats
necessary to describe NL=s:2
relevant part of the Draln contains nc
more than 10% cells, and one cell has ccae
102-103 states, non~deterministic automata

‘with 10!2° gtates will be sufficient.

Since the neurological organizaticn
of the human train is unlikely to parallel
the actual organiza tion ot the
(internallzed) grammar of native speakers,
it le not surprising that the aspplication
0of linguistic methods gives a much sharger
upner bound: as we shall see, finite
determinlstic NL acceptors need not have
more than 10!® getates. This estimatlan
-can be derived from the investigation of
the syntactic nmaoncide defined by KNls.
(For the definition of syntac tic monoids,
see McNaughton——Papert 1868, and for a

aystematic exposl tion, see ch J.10 af
. Eilenberg 1974.)
Elements of the syntactic moneid

correspond tao the dlstiributiogal <clasaesn
of structuralist linguistics: two strings
will belong to the same <class if and only
if they have the same distrituticn, il.e.
1£f they can be substituted for each other

in any sentence of the language in
questione. The distributional classes
formed by strings of length one will e

the elements of the terminagl alphabet: but
I1t- should bde Xxept Iin aind that these

since the’

function as preterminals 1nessauch as each

of them sStands for a (not necessarily
finite) class ot elements. In a
morpheme—~based approach, terminals are

can be set

called morphese clasges: these

up by the procedure ocutlined In ch 15 cf
Farris ( 1951).

In a word-based approach, that is,
if we take words to be tte vultizmate

syntactic consti tuentn, the terminals will
te called lexical (sub)categorjies: 1in
elther casae,?’ thke nuster cf tersinals is
clearly finitee. There are nc xore trharc 20
lexical categories; and iIn any glven NL
there are less than J00 mcrrreme classes.
Eowever, fully formed words with different
inflexicoml atfizes will belong to
dittereat distributional classgesg, and 1if

we - want to maintais the zregularity ct
lexical insertion, leizical entries (e<ge.
verba or verb stems) with different

sutcategorization frames will tall in
ditferent subclasses. Tracditional accounts
ot lexical (sub)categorization also allow
for overiapping clasees (in cases ot
tosoniay )e For the sake of simplicity, I
«111 taxe the RBoolean atoms of such
systems a8 basic: this way, elesente like
tsun?® or 'divorce' will be neither nouns
gort verbas but will be listed under a
separate category for 'ncup-verbs®,

But even if we take all these
factors into accounty it can ke gately
seid that the nuaber of wmorpreme classes

doea not exceed - 103 and the sguxber of
lexical subca tegories does not exceed 1C*
iop any given NLe In other words, 1t is
posaible  to sSelect: for any glven NL a
fcore vocabulary'! (e¢r sorpteme list) of
10*(103) elements in such a manner that
every vord (morpheme ) not appearing in the
list will be distritutionally equivalent
1¢ one already on 1lte . This seans that the
rusher of states that can te reached in
cne step fLfrom a given estate of a finite
atate NL acceptor cannot aexceed 10* and
ccnversaely, any given state can ke reached
from at most 10* states in one stepe.

The ata teas of finite automats are in
one~to-one corresponcance with tre classes
i right-distribution: twe strings cver
the terminal vaocabulary will take the
(sivimal ) automa ton to the same state i1ff
they can be substituted for each other in
every right—-side environmente As a sgecial
casey, it should be mentioned ttat thoee
stringas that ¢ not appear as initial
parts of grammatical sentences will give
coly one state in the automaton: these,
therefore, can be disregarded. The
remaining strings (1.e« the ones that can
te tinished grammaticslly) heve a grogerty

7) Present—day syntacticians seem to favor
the Llatter approach: for dlecuesion see
Kocbine (1959), Chomsky (1970 )y Liebher
(1€81)e



peculiar to NLas: they can always bDe
finlshed with 4t poat four words (er
twvelve morphemes)«® This means that the
final state® of NL acceptors can be
reached from every live state in at sast
four ( twvelve) stepse Therefore, the number
of live stater ils at mcst 1018 (103%),

d- Congeguepcen

It should he emphasized that the above
estimation is atlll very generous: a
syatematic study of esentence endings 1s
highly unlikely to reveal more than 108
different patterns In any glven NL, and
the proper order of magnitude seema to Be
10%. If the automaton has to account for
the morphology of the langusge as well,
106-107 states will be necessary —— this
is, perhaps, outside the capabilities of
present—day computers. In any csse, 1isite

automa ta can be izplemanted on any
theoretical (or actual) model of serial
computation like Turing machines, randoms

access machines, etce to accept languages
in linear time.

Although native speakers understand
grammatical sentences in rggl time, ttelr
perforsance as NI acceptor 1s somewhat
hindered by the fact that the heuristuc
algorithm they ume 1is not adopted to
ungrassatical strings: vscally they spend
some (limited) time with deliberatiocns and
sometimes they want to hear the isgut
string e second  time. But even 1in this
(worst) camse recognition happens in lizesr
time, and in this respect at least, finite
automata constltute realistic models of
native speakers.

The isrortance of this fact for
liaguistic metatheory should not be
underestimated: those treamewvorks ( like
transformatonal grammar, see Rounds 1£7%)
that generate languages with exponential
(polynomial) recognition complexity wmalke
the predlction that there are probless
which can be solved dboth by humans and
Turing machines in a seasured time, with
humans showing an exzonential (polynomial)
gain over wmachlines in the long rune For
instance, lexical— Functiocnal Grammar (see
Bresnan 1983 ) makes the clais that huwane
can solve .certain NF-hard probless (g
linear time (cf. Berwick 1982), and this
is not very 1likely. On the other bhand,
those framewvorks (like Generallised Phrase~
Structure Grassar, see Gazdar 19£2) that
generate only languages of polynomial time
complexlty might have some psychological

8) Thia property is a linear verslion of
the Depth Hypothesis (Yngve 1861)e.

9) For the sake of gsimplicity I have
supposed that sentences in enheddeaed
poasitilon are freely 1nterchangeable;, lece
that there is aonly cne accepting sta te.

' gaining o

least there 1s nothing 1in
conaplexity theory that
precludes the possiblli ty of one
Isplementation (eege sulti-tage Turing
sachinesy ory for that mattery the brain)
ssall polynomial factor over
(eege single—tape Turing

reslity; at’
gresent—day

spother one
sechines ).
Anothesr advantage of

: Type 3 NL
models i@ that they seke ttre

grchblex ct

language acquisitior sclvable, at least
iheoretically, It 1ls well %«nown that no
algorithm can cecide whe ther a

context—-free ' grammar generotes a given
cantext—tree language: therefore, 1f every
(infinite) context-free language is - a
scssible NLy Church's theals will make it
impossible for the ckild to sacquire ocone,
et even in case they tave access to an
cracle (may; ths parents) that tells them
whether & string telorgs to the language
cr nocte Therefore, it is sometimes
sugpposed that the primary linguistic data
sccessible during language acquielticn
contains not anly strings, but the
asscciated tree—structures as well, But
it NLa are- reguler, the proklen 1is
sclvable without - recourse tc thie rather
strange assumption: given an upper bound
on the number of states in the canonical
sutomaton generating tte language, it s
socssible to reconstruct the autosaton in =a
finite number of querles (Mcore 1£5¢).
Since the number o0f gqueries is at least
1012 qven if the child has access to a
‘sepressntative sample' of 10° sentences
that reaches every live astate in the
sutomaton (see Angluirp 1881), and it 1is
impossible to meke more thar 10% queries
in a lititimey, Nls must form a proper
sutset ot regular lacguagese.

: In facty there is reascn to sugrese
that every NL will be papn-countipnge
Srecifically, a string xy*z w»ill belong to
gscwe NL-if and only if xyS5z is also In 1t.
1bie isms obvicus 1f 3y 1s a coordinate
con junct — ags: certairc leanguages
diftferentiate tetweer singular, dual,
tzlaly, and plural, the number 4 cannot Le
reduceds If y is the repeated part of some
lett=- or right— recursive coneatructicn
(eege a that ~clavse ), five coples will tre
Just as  grammat ical as four cogpler were:
the converse algo seems to hold. If this
characterisation ¢t NLs Is true, the
trzaditional mode of language descripticn
iz ‘tac tical?! tearms is fully Jjustitled,
tecause every non-counting langusge can te
tuilt up from the elements of the aslghadet

vs ing ocaly catenation and Boolean
cperations (McNaugttcn- Pagart 1€71).
Ccrversely, ss tte traditiopal

shonotac ticy, -morphotacticy and syntactic
descriptions of NLa used only catenation,
unicn, intersection, and sometimes
cosplems ntation (in the form of 'negative
conditions® )y the generative rawer ot the
Ites and Arragement model (mee Hockett
1954 ) does not exceed that of counter-free



automata.

It is also posslble to develor a
lawer boupd tor the family of NIs: the
phenomenon of syatactic concord over

unbounded domainge (which I suppose to be
present in every NL) will guarantee that
NLs cannot bte locally 2eatahle. The
following demonstration is bagsed on a
regular expression used bty Pullus— Gazdar
(1982): coordination ( the outermost Kleene
%) has been added in order to create non~-
initial and non= final elements that bave
to agree with each otheres

(12) ((vhich problea did your protesscr
say ((she + you) thought)?® was
unsolvable) + (Vhich problems did
your professor say ((she + you)
thought )* were unsolvatle))*

Suppose, indirectly, that Engliah is
k—-testable for scme flxed k&, and conslider
the following strings:

(13) ((Which probles did your prafesscr
say (she thought you thoughtlk was
unsclvable) ( %hich problems did
your professor say (she thegtt
you thought )k were unsolvable) )2

(14) {{(¥hich probles did your profesacr
say (she <thought you thougtt)k
were unsolvadble) (Which problem
did your profeasor say (she thoght
you thought )& was unsclvablae)
{ Yhich problems did your professor
say (she thought you thaught)k was
unsolvabdble) (VWhich proeblems did
your grofessor say (she thoght you
thought )k vere unscolvable))

Apart fros the order of the conjuncts, the
only difference betwveen (13) and (14) 1is
that in the Llatter subject- predicate
numher agreemeant is viclated in the first
and the thlird cenjunc tse Therefore, (14)
is ungrammatical, but it has the sase
aubwords aof length ¥ (and with <the sase
multiplicity) as the grammatical (13}
This contradicts our hypothesais that
English was k-testable.

Hopefully, this special position of
NLs in the Chomsky hlierarchy cas bhe
ytilised in streamliniang the (oracle)
algorithms modelling language acquisition,
because sguch algorithma (1if actually
lmplemented) would greatly simplitfy tre
deoscriptive work of the linguist, and, at
least to a certain extent, would finally
fulfill the structuralistas' promise of
discovery procedures
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