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Abstract

We present a robust approach for detect-
ing intrinsic sentence importance in news,
by training on two corpora of document-
summary pairs. When used for single-
document summarization, our approach,
combined with the “beginning of docu-
ment” heuristic, outperforms a state-of-
the-art summarizer and the beginning-of-
article baseline in both automatic and
manual evaluations. These results repre-
sent an important advance because in the
absence of cross-document repetition, sin-
gle document summarizers for news have
not been able to consistently outperform
the strong beginning-of-article baseline.

1 Introduction

To summarize a text, one has to decide what con-
tent is important and what can be omitted. With
a handful of exceptions (Svore et al., 2007; Berg-
Kirkpatrick et al., 2011; Kulesza and Taskar, 2011;
Cao et al., 2015; Cheng and Lapata, 2016), mod-
ern summarization methods are unsupervised, re-
lying on on-the-fly analysis of the input text to
generate the summary, without using indicators of
intrinsic importance learned from previously seen
document-summary pairs. This state of the art is
highly unintuitive, as it stands to reason that some
aspects of importance are learnable. Recent work
has demonstrated that indeed supervised systems
can perform well without sophisticated features
when sufficient training data is available (Cheng
and Lapata, 2016).

In this paper we demonstrate that in the con-
text of news it is possible to learn an accurate
predictor to decide if a sentence contains content
that is summary-worthy. We show that the predic-
tors built in our approach are remarkably consis-
tent, providing almost identical predictions on a

held out test set, regardless of the source of train-
ing data. Finally we demonstrate that in single-
document summarization task our predictor, com-
bined with preference for content that appears at
the beginning of the news article, results in a sum-
marizer significantly better than a state-of-the-art
global optimization summarizer. The results hold
for both manual and automatic evaluations.

In applications, the detector of unimportance
that we have developed can potentially improve
snippet generation for news stories, detecting if the
sentences at the beginning of the article are likely
to form a good summary or not. This line of in-
vestigation was motivated by our previous work
showing that in many news sub-domains the be-
ginning of the article is often an uninformative
teaser which is not suitable as an indicative sum-
mary of the article (Yang and Nenkova, 2014).

2 Corpora

One of the most cited difficulties in using super-
vised methods for summarization has been the
lack of suitable corpora of document-summary
pairs where each sentence is clearly labeled as
either important or not (Zhou and Hovy, 2003).
We take advantage of two currently available re-
sources: archival data from the Document Un-
derstanding Conferences (DUC) (Over et al.,
2007) and the New York Times (NYT) cor-
pus (https://catalog.ldc.upenn.edu/
LDC2008T19). The DUC data contains
document-summary pairs in which the summaries
were produced for research purposes during the
preparation of a shared task for summarization.
The NYT dataset contains thousands such pairs
and the summaries were written by information
scientists working for the newspaper.

DUC2002 is the latest dataset from the DUC se-
ries in which annotators produced extractive sum-
maries, consisting of sentences taken directly from
the input. DUC2002 contains 64 document sets.
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The annotators created two extractive summaries
for two summary lengths (200 and 400 words), for
a total of four extracts per document set. In this
work, a sentence from the original article that ap-
pears in at least one of the human extracts is la-
beled as important (summary-worthy). All other
sentences in the document are treated as unla-
beled. Unlabeled sentences could be truly not
summary-worthy but also may be included into a
summary by a different annotator (Nenkova et al.,
2007). We address this possibility in Section 3,
treating the data as partially labeled.

For the NYT corpus, we work with 19,086
document-summary pairs published between 1987
and 2006 from the Business section.

Table 3 in Section 5 shows a summary from
the NYT corpus. These are abstractive, contain-
ing a mix of informative sentences from the orig-
inal article along with abstractive re-telling of the
main points of the article, as well as some meta-
information such as the type of article and a list
of the photos accompanying the article. It also
shows the example of lead (opening) paragraph
along with the summary created by the system we
propose, InfoFilter, with the unimportant sentence
removed.

In order to label sentences in the input, we
employee Jacana (Yao et al., 2013) for word
alignment in mono-lingual setting for all pairs of
article-summary sentences. A sentence from the
input is labeled as important (summary-worthy) if
the alignment score between the sentence and a
summary sentence is above a threshold, which we
empirically set as 14 based on preliminary experi-
ments. All other sentences in the input are treated
as unlabeled. Again, an unlabeled sentence could
be positive or negative.

3 Method

As mentioned earlier, existing datasets contain
clear labels only for positive sentences. Due to
the variability of human choices in composing a
summary, unlabeled sentences cannot be simply
treated as negative. For our supervised approach to
sentence importance detection, a semi-supervised
approach is first employed to establish labels.

3.1 Learning from Positive and Unlabeled
Samples

Learning from positive (e.g., important in this pa-
per) and unlabeled samples can be achieved by the

methods proposed in (Lee and Liu, 2003; Elkan
and Noto, 2008). Following (Elkan and Noto,
2008), we use a two-stage approach to train a de-
tector of sentence importance from positive and
unlabeled examples.

Let y be the importance prediction for a sample,
where y = 1 is expected for any positive sam-
ple and y = 0 for any negative sample. Let o
be the ground-truth labels obtained by the method
described in Section 2, where o = 1 means that
the sentence is labeled as positive (important) and
o = 0 means unlabeled.

In the first stage, we build an estimator e, equal
to the probability that a sample is predicted as pos-
itive given that it is indeed positive, p(o = 1|y =
1). We first train a logistic regression (LR) classier
with positive and unlabeled samples, treating the
unlabeled samples as negative. Then e can be
estimated as Σx∈P (LR(x)/|P |), where P is the
set of all labeled positive samples, and LR(x) is
the probability of a sample x being positive, as
predicted by the LR classifier. We then calculate
p(y = 1|o = 0) using the estimator e, the prob-
ability for an unlabeled sample to be positive as:
w = LR(x)

e /1−LR(x)
1−e . A large w means an un-

labeled sample is likely to be positive, whereas a
small w means the sample is likely to be negative.

In the second stage, a new dataset is constructed
from the original dataset. We first make two copies
of every unlabeled sample, assigning the label 1
with weight w to one copy and the label 0 with
weight 1−w to the other. Positive samples remain
the same and the weight for each positive sample
is 1. We call this dataset the relabeled data.

We train a SVM classifier with linear kernel on
the relabeled data. This is our final detector of im-
portant/unimportant sentences.

3.2 Features

The classifiers for both stages use dictionary-
derived features which indicate the types / proper-
ties of a word, along with several general features.

MRC The MRC Psycholinguistic Database
(Wilson, 1988) is a collection of word lists with as-
sociated word attributes according to judgements
by multiple people. The degree to which a word
is associated with an attribute is given as a score
within a range. We divide the score range into
230 intervals. The number of intervals was de-
cided empirically on a small development set and
was inspired by prior work of feature engineering
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for real valued scores (Beigman Klebanov et al.,
2013). Each interval corresponds to a feature; the
value of the feature is the fraction of words in a
sentence whose score belongs to this interval. Six
attributes are selected: imagery, concreteness, fa-
miliarity, age-of-acquisition, and two meaningful-
ness attributes. In total, there are 1,380 MRC fea-
tures.

LIWC LIWC is a dictionary that groups words
in different categories, such as positive or nega-
tive emotions, self-reference etc. and other lan-
guage dimensions relevant in the analysis of psy-
chological states. Sentences are represented by a
histogram of categories, indicating the percentage
of words in the sentence associated with each cat-
egory. We employ LIWC2007 English dictionary
which contains 4,553 words with 64 categories.

INQUIRER The General Inquirer (Stone et
al., 1962) is another dictionary of 7,444 words,
grouped in 182 general semantic categories. For
instance, the word absurd is mapped to tags NEG
and VICE. Again, a sentence is represented with
the histogram of categories occurring in the sen-
tence.

General We also include features that capture
general attributes of sentences including: total
number of tokens, number of punctuation marks, if
it contains exclamation marks, if it contains ques-
tion marks, if it contains colons, if it contains dou-
ble quotations.

4 Experiments on Importance Detection

We train a classifier separately for the DUC2002
and the NYT 1986-2006 corpora. The DUC model
is trained using the articles and summaries from
DUC2002 dataset, where 1,833 sentences in total
appear in the summaries. We also randomly sam-
ple 2,200 non-summary sentences as unlabeled
samples to balance the training set. According to
the criteria described in NYT corpus section, there
are 22,459 (14.1%) positive sentences selected
from total of 158,892 sentences. Sentences with
Jacana alignment scores less than or equal to 10
form the unlabeled set, including 20,653 (12.9%)
unlabeled sentences in total. Liblinear (Fan et al.,
2008) is used for training the two-stage classifiers.

4.1 Test Set
The test set consists of 1,000 sentences randomly
selected from NYT dataset for the year 2007. Half

of the sentences are from the Business section,
where the training data was drawn. The rest are
from the U.S. International Relations section (Pol-
itics for short), to test the stability of prediction
across topic domains. Three students from the
University of Akron annotated if the test sentences
contain important summary-worthy information.

For each test (source) sentence from the original
article, we first apply Jacana to align it with every
sentence in the corresponding summary. The sum-
mary sentence with the highest matching score is
picked as the target sentence for the source sen-
tence. Each pair of source and target sentences is
presented to students and they are asked to mark if
the sentences share information. Sentences from
the original article that contribute content to the
most similar summary sentence are marked as pos-
itive; those that do not are marked as negative. The
pairwise annotator agreements are all above 80%
and the pairwise Kappa ranges from 0.73 to 0.79.

The majority vote becomes the label of the
source (article) sentence. Table 1 presents the dis-
tribution of final labels. The classes are almost
balanced, with slightly more negative pairs over-
all.

Table 1: The distribution of the annotated labels

Section Positive Negative
Business 232 (46.4%) 268 (53.6%)
Politics 219 (43.8%) 281 (56.2%)
Total 451 (45.1%) 549 (54.9%)

4.2 Evaluation Results

In the process above, we have obtained a set of
article sentences that contribute to the summary
(positive class) or not (negative class)1.

Table 2 shows the evaluation results on the
human-annotated test set. The baseline is as-
suming that all sentences are summary-worthy.
Although the unimportant class is the majority
(see Table 1), predicting all test samples as not
summary-worthy is less useful in real applications
because we cannot output an empty text as a sum-
mary.

Each row in Table 2 corresponds to a model
trained with one training set. We use dictionary
features to build the models, i.e., NYT Model and
DUC Model. We also evaluate the effectiveness of

1We assume that an article sentence not contributing to
the summary does not contribute any content to the summary
sentence that is closest to the article sentence.
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the general features by excluding it from the dic-
tionary features, i.e. NYT w/o general and DUC
w/o general. Precision, recall and F-1 score are
presented for all models. Models trained on the
NYT corpus and DUC corpus are both signifi-
cantly better than the baseline, with p < 0.0001
for McNemara’s test. The NYT model is better
than DUC model overall according to F-1. The
results also show a noticeable performance drop
when general features are removed.

We also trained classifiers with bag of words
(BOW) features for NYT and DUC respectively,
i.e. BOW-NYT and BOW-DUC. The classifiers
trained on BOW features still outperform the base-
line but are not as good as the dictionary and gen-
eral sentence properties models.

Table 2: Evaluation results on human annotations

Precision Recall F-1
NYT Model 0.582 0.846 0.689
DUC Model 0.541 0.903 0.676

NYT w/o General 0.547 0.847 0.664
DUC w/o General 0.508 0.906 0.651

BOW-NYT 0.520 0.852 0.645
BOW-DUC 0.501 0.828 0.623

Baseline 0.464 1.000 0.621

4.3 NYT Model vs. DUC Model

Further, we study the agreement between the two
models in terms of prediction outcome. First,
we compare the prediction outcome from the two
models using NYT2007 test set. The Spearman’s
correlation coefficients between the outputs from
the two models is around 0.90, showing that our
model is very robust and independent of the train-
ing set.

Then we repeat the study on a much larger
dataset, using articles from the DUC 2004 multi-
document summarization task. There are no sin-
gle document summaries in that year but this is
not a problem, because we use the data simply to
study the agreement between the two models, i.e.,
whether they predict the same summary-worthy
status for sentences, not to measure the accuracy
of prediction. There are 12,444 sentences in this
dataset. The agreement between the two models is
very high (87%) for both test sets. Consistent with
the observation above, the DUC model is predict-
ing intrinsic importance more aggressively. Only
for a handful of sentences the NYT model pre-
dicts positive (important) while the DUC model
predicts negative (not important).

We compute Spearman’s correlation coeffi-
cients between the posterior probability for sen-
tences from the two models. The correlation is
around 0.90, indicating a great similarity in the
predictions of the two models.

5 Summarization

We propose two importance-based approaches to
improving single-document summarization.

In the first approach, InfoRank, the summary
is constructed solely from the predictions of the
sentence importance classifier. Given a document,
we first apply the sentence importance detector on
each sentence to get the probability of this sen-
tence being intrinsically important. Then we rank
the sentences by the probability score to form a
summary within the required length.

The second approach, InfoFilter, uses the sen-
tence importance detector as a pre-processing step.
We first apply the sentence importance detector
on each sentence, in the order they appear in the
article. We keep only sentences predicted to be
summary-worthy as the summary till the length
restriction. This combines the preference for sen-
tences that appear at the beginning of the article
but filters out sentences that appear early but are
not informative.

5.1 Results on Automatic Evaluation

The model trained on the NYT corpus is used in
the experiments here. Business and politics arti-
cles (100 each) with human-generated summaries
from NYT2007 are used for evaluation. Sum-
maries generated by summarizers are restricted
to 100 words. Summarizer performance is mea-
sured by ROUGE-1 (R-1) and ROUGE-2 (R-2)
scores (Lin, 2004).

Several summarization systems are used for
comparison here, including LeadWords, which
picks the first 100 words as the summary; Ran-
domRank, which ranks the sentences randomly
and then picks the most highly ranked sentences to
form a 100-word summary; and Icsisumm (Gillick
et al., 2009), a state-of-the-art multi-document
summarizer (Hong et al., 2014).

Table 4 shows the ROUGE scores for all sum-
marizers. InfoRank significantly outperforms Ic-
sisumm on R-1 score and is on par with it on
R-2 score. Both InfoRank and Icsisumm outper-
form RandomRank by a large margin. These re-
sults show that the sentence importance detector
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Table 3: Example of unimportant content in the opening paragraph of an article. The detected unimpor-
tant sentences are italicized. The third panel shows a new summary, with unimportant content skipped.

Human Summary: Pres Bush and his aides insist United States is committed to diplomatic path in efforts to stop Iran’s
suspected nuclear weapons program and support for terrorism, but effort is haunted by similar charges made against Iraq
four years ago. Democrats see seizure of Iranians in Iraq and attempts to starve Iran of money to revitalize its oil industry
as hallmarks of administration spoiling for fight. some analysts see attempt to divert attention from troubles in Iraq .
administration insiders fear Bush’s credibility has been deeply damaged. Bush’s advisors debate how forcefully to push
confrontation with Iran.
Lead paragraph: This time, they insist, it is different. As President Bush and his aides calibrate how directly to confront
Iran, they are discovering that both their words and their strategy are haunted by the echoes of four years ago, when their
warnings of terrorist activity and nuclear ambitions were clearly a prelude to war. ”We’re not looking for a fight with Iran,”
R. Nicholas Burns, the under secretary of state for policy and the chief negotiator on Iranian issues, said in an interview,
just a few hours after Mr. Bush had repeated his warnings to Iran to halt ”killing our soldiers” ...
New summary; unimportant sentences removed: As President Bush and his aides calibrate how directly to confront
Iran, they are discovering that both their words and their strategy are haunted by the echoes of four years ago, when their
warnings of terrorist activity and nuclear ambitions were clearly a prelude to war. Mr. Burns, citing the president’s words,
insisted that Washington was committed to ”a diplomatic path”, even as it executed a far more aggressive strategy, seizing
Iranians in Iraq and attempting to starve Iran of the money it needs to revitalize a precious asset, its oil industry. Mr. Burns
argues that those are defensive steps ...

is capable of identifying the summary-worthy sen-
tences.

LeadWords is still a very strong baseline single-
document summarizer. InfoFilter achieves the best
result and greatly outperforms the LeadWords in
both R-1 and R-2 scores. The p value of Wilcoxon
signed-rank test is less than 0.001, indicating that
the improvement is significant. Table 3 shows
the example of lead paragraph along with the In-
foFilter summary with the unimportant sentence
removed.

Table 4: Performance comparison on single-
document summarization (%)

System R-1 R-2 System R-1 R-2
InfoRank 37.6 15.9 InfoFilter 50.7 30.2
Icsisumm 33.3 16.0 LeadWords 48.0 27.5

RandomRank 31.9 8.7

The InfoFilter summarizer is similar to the
LeadWords summarizer, but it removes any sen-
tence predicted to be unimportant and replaces it
with the next sentence in the original article that
is predicted to be summary-worthy. Among the
200 articles, 116 have at least one uninformative
sentence removed. The most frequent number is
two removed sentences. There are 17 articles for
which more than three sentences are removed.

5.2 Results on Human Evaluation

We also carry out human evaluation, to better com-
pare the relative performance of the LeadWords
and InfoFilter summarizers. Judgements are made
for each of the 116 articles in which at least one
sentence had been filtered out by InfoFilter. For

each article, we first let annotators read the sum-
mary from the NYT2007 dataset and then the two
summaries generated by LeadWords and InfoFil-
ter respectively. Then we ask annotators if one of
the summary covers more of the information pre-
sented in the NYT2007 summary. The annotators
are given the option to indicate that the two sum-
maries are equally informative with respect to the
content of the NYT summary. We randomize the
order of sentences in both LeadWords and InfoFil-
ter summaries when presenting to annotators.

The tasks are published on Amazon Mechanical
Turk (AMT) and each summary pair is assigned
to 8 annotators. The majority vote is used as the
final label. According to human judgement, In-
foFilter generates better summaries for 55 of the
116 inputs; for 39 inputs, the LeadWords summary
is judged better. The result is consistent with the
ROUGE scores, showing that InfoFilter is the bet-
ter summarizer.

6 Conclusion

In this paper, we presented a detector for sentence
importance and demonstrated that it is robust re-
gardless of the training data. The importance de-
tector greatly outperforms the baseline. Moreover,
we tested the predictors on several datasets for
summarization. In single-document summariza-
tion, the ability to identify unimportant content al-
lows us to significantly outperform the strong lead
baseline.
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