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Abstract

We describe an implementation integrat-
ing a spoken dialogue system with a mo-
bile robot, which the user can direct to
specific locations, ask for information
about its status, and supply information
about its environment. The robot uses
an internal map for navigation, and com-
municates its current orientation and ac-
cessible locations to the dialogue system
using a topological map as interface.

1 Introduction

Most research on spoken dialogue has focused
on humans talking to virtual agents, often only
reached at the end of a telephone line. Interesting
challenges and opportunities arise when the inter-
locutor is a physically embodied mobile agent—
for example, a robot. When we enter into dia-
logue with a robot, we can talk about the phys-
ical environment that we share with the robot,
and we get a palpable indicator of dialogue suc-
cess when an utterance such as go to the corri-
dor produces the desired effect. In short, spoken
dialogue research with mobile robots opens up a
new vista for human-computer interaction design
which goes beyond the current preoccupation with
visual interfaces. In this paper, we give a short
overview of the kind of dialogue that can be held
with Godot, our robot, together with the architec-
ture and technologies that we have implemented.

2 The Spoken Dialogue System

The spoken dialogue system allows the user to
move Godot by giving it commands, to ask about
its current location, or to provide it with new
information. This section explains how speech

processing, language modelling, language under-
standing and dialogue management have been im-
plemented.

2.1 Speech Recognition

Nuance’s speaker-independent speech recognition
system (www.nuance.com) allows language mod-
els to be specified using Speech Grammar rules.
Rather than writing these directly, we compile
them from a unification grammar for English.
Moreover, instead of adopting the Speech Gram-
mar slot-filling paradigm for semantic interpreta-
tion, our grammar builds a sophisticated, com-
positional semantics involving A terms which are
passed as the value of a single slot for the recog-
nised sentence. As a result the output of the speech
recognition stage is a semantic representation, and
no further parsing is required before handing it
over to the dialogue manager. In order to reduce
perplexity, different grammars are loaded at differ-
ent states in the dialogue.

2.2 Natural Language Understanding

Discourse Representation Theory (DRT) (Kamp
and Reyle, 1993) is used for meaning represen-
tation in the system. The current implementation
covers a wide variety of linguistic phenomena,
including context-sensitive phenomena involving
anaphora, presupposition, quantification, and plu-
ral descriptions. One crucial benefit of DRT is that
it supports inference, using a translation from Dis-
course Representation Structures (DRSs) to for-
mulas of first-order logic. Inference helps to de-
tect inconsistencies in the dialogue and assists in
disambiguation.

Inference invokes standard theorem proving
techniques in a context sensitive way. The DRS
representing the dialogue is combined with a DRS
containing information about the current situation
(i.e., the position of the robot and currently ac-
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4.1 The Dialogue System

The dialogue system is implemented on top of
OAA 2.1.0, (www.ai.sri.com/ caa/). QOAA
agents can run on different machines and even on
different platforms, and they communicate with
each other by posing solvables via a facilitator.

The system contains OAA-agents for speech
recognition (Nuance 8.0), speech synthesis (Fes-
tival), resolution (resolving ambiguities), infer-
ence (building models or finding counter-proofs),
and dialogue management. There are two further
agents for model building (MACE, www—unix.
mcs.anl.gov/AR/mace/) and theorem proving
(SPASS, spass.mpi-sb.mpg.de/).

The system is coordinated by the dialogue man-
ager, triggering OAA-solvables for speech recog-
nition, speech synthesis and inference. It can also
request information as the the robot’s position and
its current environment.

4.2 The Navigation System

The navigation system consists of three compo-
nents which run concurrently on the on-board PC
of Godot (Fig. 4). They are Linux processes which
communicate with each other via CORBA objects.
The map server stores Godot’s internal representa-
tion of the environment as CORBA objects. Infor-
mation stored in these objects can be retrieved by
the navigation and dialogue modules via CORBA
or OAA connections.

The navigation module has a CORBA object to
store information that it shares with the dialogue
system. The OAA-wrapper has access to this ob-
ject and OAA agents in the dialogue system can
communicate with the navigation module via the
wrapper. The dialogue system can monitor the
current state of the navigation system, e.g. the cur-
rent location of the robot in the map, and can send
commands to it.

4.3 Running the System

The system is distributed across a Linux laptop
(the dialogue system) and the robot’s on-board PC
(running the navigation system). Users can start a
new dialogue simply by addressing the robot, and
the robot reacts in real time. Although we have
not yet reached the stage of carrying out usability
studies, we have held informal tests where visitors
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to our department who are unfamiliar with Godot
have controlled it and its camera with success.

5 Conclusions and Future Work

Although it is tempting to work with simulated
‘embodied’ agents, we believe that the real test of
adequacy involves confronting the familiar prob-
lems of noisy sensor data and real hardware. Us-
ing the OAA architecture, we have developed an
effective interface between natural language se-
mantics and the robot control layer, thus enabling
users to refer to locations in a natural way, rather
than resorting to expressions like go to grid cell
45-66 or you are in region 12. The framework is
to a large extent domain-independent: a change of
environment would only require a change of the
internal map and possibly a new lexicon.

Future work will address the interpretation
of vague expressions (the end of the corridor),
metonymic expressions (go fo the door, where an
artifact is interpreted as a location), together with
commands which require Godot to reason and talk
about its current activities (continue going to the
kitchen). We are further planning to extend the
system with a face-recognition component to en-
rich the possibilities of natural interaction.
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