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Abstract

A single sentence does not always convey in-
formation required to translate it into other lan-
guages; we sometimes need to add or special-
ize words that are omitted or ambiguous in
the source languages (e.g., zero pronouns in
translating Japanese to English or epicene pro-
nouns in translating English to French). To
translate such ambiguous sentences, we ex-
ploit contexts around the source sentence, and
have so far explored context-aware neural ma-
chine translation (NMT). However, a large
amount of parallel corpora is not easily avail-
able to train accurate context-aware NMT mod-
els. In this study, we first obtain large-scale
pseudo parallel corpora by back-translating
target-side monolingual corpora, and then in-
vestigate its impact on the translation perfor-
mance of context-aware NMT models. We
evaluate NMT models trained with small par-
allel corpora and the large-scale pseudo paral-
lel corpora on IWSLT2017 English-Japanese
and English-French datasets, and demonstrate
the large impact of the data augmentation for
context-aware NMT models in terms of BLEU
score and specialized test sets on ja—en' and
fr—en.

1 Introduction

Following the success of neural machine transla-
tion (NMT) models in sentence-level translation,
context-aware NMT models have been studied to
further boost the quality of translation (Jean et al.,
2017; Tiedemann and Scherrer, 2017; Wang et al.,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Miculicich et al., 2018;
Maruf et al.,, 2019; Voita et al., 2019). These
context-aware models take auxiliary inputs (con-
texts) to translate the source sentence which lacks
information needed for translating into the target
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Figure 1: Overview of the data augmentation for
context-aware NMT (Japanese to English in this case).

language (§ 2). Typically, contexts considered
by context-aware NMT are surrounding sentences
in the same document (Tiedemann and Scherrer,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Voita et al., 2019), which
provide beneficial information in translating zero
pronouns, anaphoric pronouns, lexically ambigu-
ous words, and so on.

Although the context-aware NMT models out-
perform the baseline sentence-level NMT mod-
els in terms of BLEU score and some specialized
test sets (Bawden et al., 2018; Voita et al., 2019;
Miiller et al., 2018), the reported gains, especially
in BLEU score, are often marginal. We can think
of several reasons for this; 1) the ratio of sentences
(or linguistic phenomena) that require contexts for
translation is small in the evaluation datasets, 2)
the current context-aware models do not fully uti-
lize the given contexts, 3) (narrow) contexts con-
sidered in context-aware NMT models do not in-
clude information required for translation, 4) the
size of training data is not enough to effectively
train context-aware NMT models. Although there
are some studies that investigate the first to third
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aspects (Bawden et al., 2018; Voita et al., 2018;
Imamura and Sumita, 2019), few studies have in-
vestigated the last possibility (§ 6), since there
are few parallel corpora for context-aware trans-
lation; existing large-scale and high-quality par-
allel corpora are usually obtained by extracting
reliable sentence alignments from translations by
humans (Nakazawa et al., 2016; Pryzant et al.,
2018). Considering that context-aware NMT mod-
els have larger input spaces than sentence-level
models, they will demand larger training data to
fully exert the models’ performance.

In this study, we hypothesize that context-aware
NMT models can benefit from an increase of the
training data more than sentence-level models, and
confirm this by performing data augmentation us-
ing back-translation (Sennrich et al., 2016b) (§ 6)
for context-aware NMT models. We propose to
assist the training of context-aware NMT mod-
els using pseudo parallel data which is automati-
cally generated by back-translating a large mono-
lingual data (§ 3, Figure 1). The back-translation
model here is trained on an existing parallel cor-
pus. Since context-aware models are designed to
recover information that is absent from the source
sentence but should be present in the target sen-
tence, back-translation can produce effective train-
ing data if it could naturally drop the information
to be recovered in translating sentences in the tar-
get language into the source language.

We evaluate our method on IWSLT2017 data
sets (Cettolo et al., 2012), which are collections
of subtitles of TED Talks, on two language pairs:
English-Japanese (en-ja) and English-French (en-
fr) (§ 4). We exploit BookCorpus (Zhu et al.,
2015), Europarl v7 (Koehn, 2005), and the record
of the National Diet of Japan as monolingual cor-
pora for back-translation (§ 5). Experimental re-
sults revealed that the data augmentation improved
the translation in terms of BLEU score (Papineni
et al., 2002) and the accuracy on specialized test
sets for context-aware NMT.

The contribution of this paper is as follows:

e We first evaluated data augmentation on
context-aware NMT, and confirmed BLEU
improvement on en<>fr and ja—en datasets,

e developed a new specialized test set for
evaluating ja—en context-aware translation,
and

e confirmed that the data augmentation im-
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proves context-aware translation through
the existing en—fr (Bawden et al., 2018) and
our specialized test set for ja—en translation.

2 Context-aware NMT Models

To incorporate contexts to translate sentences, re-
cent studies on NMT have explored context-aware
models which take sentences around the source
sentence as auxiliary inputs. Typical contexts con-
sidered in those models are a few sentences that
precede the source sentence.

The context-aware NMT models are grouped
into two types: single-encoder models that apply a
sentence-level NMT model to the source sentence
concatenated after their contexts (preceding sen-
tence(s)) (Tiedemann and Scherrer, 2017; Bawden
et al., 2018) and multi-encoder models that design
an additional context encoder to process the con-
texts (Jean et al., 2017; Wang et al., 2017; Baw-
den et al., 2018; Voita et al., 2018; Maruf and Haf-
fari, 2018; Miculicich et al., 2018; Tu et al., 2018;
Maruf et al., 2019). In what follows, we briefly
review these models.

Single-encoder models take the preceding sen-
tence(s) as the contexts in addition to the source
sentence and concatenate them with a special sym-
bol <CONC> (Tiedemann and Scherrer, 2017).
The concatenated sentences are then translated us-
ing an existing sentence-level NMT model.

There are two subtypes of the single-encoder
models that differ in handling contexts in the tar-
get language. The first model, which we refer to as
2-to-1, only considers contexts in the source lan-
guage, and is trained on pairs of the source sen-
tence with the preceding sentence(s) and the target
sentence. It learns a mapping from the source sen-
tence with its context to the target sentence. The
second one, which we refer to as 2-to-2, considers
contexts in both the source and target languages.
2-to-2 models are trained on pairs of the source
sentence with the preceding sentence(s) and the
target sentence with the preceding sentence(s). At
test time of a 2-to-2 model, the decoder receives
the encoder hidden states and the translation of the
previous sentence, which has been generated in the
previous translation step. We analogically refer to
the standard sentence-level NMT models as 1-to-1
to highlight the difference in input and output.

Multi-encoder models take the preceding sen-
tence(s) as the contexts, and use additional neu-
ral networks to encode the contexts. Several net-



work architectures have been explored for this ad-
ditional encoder (Jean et al., 2017; Wang et al.,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Miculicich et al., 2018;
Tu et al., 2018).

In this study, we adopt the standard single-
encoder model (Tiedemann and Scherrer, 2017) in
our experiments (§ 4), since both single-encoder
and multi-encoder models are reported to outper-
form the sentence-level models and the perfor-
mance gap between the two context-aware mod-
els are marginal. We then focus on investigat-
ing the impact of additional pseudo parallel train-
ing data generated by back-translation. Note that
the single-encoder models are simpler, and we can
employ the well-established NMT architectures
such as Transformer (Vaswani et al., 2017) without
any modifications for sequence-to-sequence trans-
formation.

3 Data Augmentation for Context-aware
NMT using Back-translation

We hypothesize that context-aware NMT models
can benefit from an increase of the training data
more than sentence-level NMT models, and ex-
perimentally confirm this by training and evalu-
ating context-aware NMT models with additional
training data. We propose to use data augmen-
tation based on back-translation (Sennrich et al.,
2016a) to obtain the additional training data for
context-aware NMT models. We hereafter refer
to (final) source-to-target translation as forward-
translation to distinguish it with (target-to-source)
back-translation for data augmentation.

The pseudo parallel data is automatically gener-
ated by back-translating large target-side monolin-
gual corpora (target—source). Since monolingual
corpora can be obtained more easily than bilin-
gual parallel corpora which are aligned at sen-
tence level, the back-translation allows us to train
a context-aware NMT model with larger data. We
can expect the resulting pseudo parallel corpora
to contain more cases from which the model can
learn to use contexts in translation.

Back-translation for data augmentation The
data augmentation in this study follows the exist-
ing back-translation strategies for NMT (Sennrich
et al., 2016a; Imamura et al., 2018; Edunov et al.,
2018) except that we assume a context-aware
model for the forward-translation; the monolin-
gual data for back-translation must be a set of doc-

37

uments each of which consists of contiguous sen-
tences. This data-augmentation approach would
naturally benefit context-aware models more than
sentence-level models because the former are to
handle a larger input/output space, which makes
them more complex as a mapping task.

Here, we describe our training process to ob-
tain pseudo training data for translation from the
source (Lg) to the target (Lt) language.

Train a back-translation model (Lt — Lg)
Given a (small) parallel data for source
language Lg and target language Lt, we first
train a back-translation model Lt — Lg on
the parallel data.

Back-translate Lt monolingual data into Lg
We next back-translate a large Lt (target-
side) monolingual data to generate pseudo
Ls (source-side) monolingual data, which
forms pseudo parallel data together with
the original target-side monolingual data.
Note that sentential alignments are naturally
obtained through the translation.

Train a forward-translation model (Ls — L)
We then train the forward-translation model
from the original parallel data augmented
with the obtained pseudo parallel data.

The pseudo parallel data has merits and demer-
its against human-translated parallel data which is
automatically aligned. The pseudo parallel data
is inferior to the human-translated parallel data in
that it is generated automatically by a possibly in-
accurate machine translation system. However, it
does not contain mismatches of sentence bound-
aries between the target and the obtained (back-
translated) source monolingual data, in contrast to
the human-translated data where, for example, a
source sentence can correspond to multiple target
sentences.

On back-translation model We can use either
a sentence-level or context-aware NMT model for
back-translation. In the following experiments, we
first adopt 2-to-1 NMT model as a back-translator
for data augmentation, and evaluate the impact of
the data augmentation on the translation perfor-
mance of context-aware NMT models. We then
compare those results with results obtained by the
data augmentation using 1-to-1 and 2-to-2 models
instead of 2-to-1 model for back-translation.



|  #sentence pairs

avg. source length

avg. target length

en—ja | 223k/0.87k / 1.54k
ja—en | 212k/0.87k/1.54k
en—fr | 222k /0.89k / 1.56k
fr—en | 222k/0.89k /1.56k

24.7/28.0/24.6
22.3/28.0/24.6
22.1/27.2/24.3
23.5/28.0/25.8

25.4/2791/24.5
22.8/27.91/24.5
23.5/28.0/25.8
22.1/27.2/24.3

Table 1: Statistics of IWSLT2017 corpora: the number of sentence pairs and the average length (number of tokens

per sentence) for the train / dev / test portions.

We can expect context-aware NMT models to
moderately omit redundant information as humans
do and to yield more natural translations when
back-translating, especially if the source language
Ls prefers to omit redundant expressions (e.g.,
zero pronouns in Japanese). It would produce
a better training data from which the forward-
translation model can learn to restore the omitted
information referring to context.

4 Experimental settings

This section describes experimental settings to
evaluate the impact of the data augmenta-
tion on context-aware NMT models. We con-
duct translation experiments on two language
pairs for both directions: Japanese—English
(hereafter, ja—en), English—Japanese (en—ja),
French—English (fr—en), and English—French
(en—fr) using publicly available corpora of spo-
ken language that are used in the previous studies.

Datasets (parallel corpora) For all the lan-
guage pairs, we use IWSLT2017 corpus? (Cettolo
etal., 2012) as the original (human-translated) par-
allel data. This corpus is made from subtitles of
TED Talks. The English subtitles are transcription
of the talks and the subtitles in the other languages
are translations of the English subtitles. We con-
sider each talk as a document. We use dev2010
for development and tst2010 for evaluation in
each language pair. The statistics of IWSLT2017
corpus used in our experiments are listed in Table
1.

Datasets (monolingual corpora) For ja—en
and fr—en translations, we exploit BookCor-
pus (Zhu et al., 2015) as the monolingual data.
BookCorpus is a collection of English e-books
available on the Web.> We extract paragraphs
from BookCorpus that consist of more than 9 sen-
tences and treat them as single documents. For

2https://witB.fbk.eu/mt.php
3We used a crawler available at
https://github.com/soskek/bookcorpus
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en—ja and en—fr translation, we adopt the record
of the National Diet of Japan* (hereafter, DietCor-
pus) and Europarl corpus v7° (Koehn, 2005) as the
monolingual data, respectively. We use the French
part of Europarl as a monolingual corpus in our
experiments considering its domain being close to
that of IWSLT2017 (most documents in Europarl
corpus consist of conversation of multiple persons
but each block of contiguous utterances given by a
single person tends to be long so it can be assumed
to be locally monologue like IWSLT2017) and it
consists of contiguous sentences, which meets our
demand.

Preprocessing We normalize punctuation of the
English and French datasets and perform tok-
enization and truecasing using Moses toolkit ve-
rion 4.0.° We tokenize the Japanese datasets us-
ing MeCab verion 0.996 with ipadic dictionary ve-
rion 2.7.0.7 For each language pair, we finally split
datasets into subword units using SentencePiece
(verion 0.1.81) with unigram language model.
The SentencePiece model is trained using the orig-
inal parallel corpus (IWSLT2017 corpus) follow-
ing (Sennrich et al., 2016a; Imamura et al., 2018).
The vocabulary size is 16k shared by the source
and target languages.

Prior to training, all 1-to-1 back-translation
models and 1-to-1 forward-translation models for
ja—en and en«<fr, we remove from the training
datasets sentence pairs in which the source or tar-
get sentence contains more than 64 tokens. We set
a larger limit of 128 in training the 1-to-1 forward-
translation model of en—ja since the Japanese
monolingual corpus DietCorpus has longer sen-
tences on average and the limit of 64 is too small
to cover an adequate proportion of sentence pairs

4https ://www2.ninjal.ac.Jjp/lrc/index.
php

5https ://www.statmt.org/europarl/

6http ://www.statmt.org/moses/

7https ://taku910.github.io/mecab/

8https://github.com/google/
sentencepiece


https://wit3.fbk.eu/mt.php
https://github.com/soskek/bookcorpus
https://www2.ninjal.ac.jp/lrc/index.php
https://www2.ninjal.ac.jp/lrc/index.php
https://www.statmt.org/europarl/
http://www.statmt.org/moses/
https://taku910.github.io/mecab/
https://github.com/google/sentencepiece
https://github.com/google/sentencepiece

| #sentences avg. source length avg. target length

en—ja 1030k 31.9 39.7
ja—en 6493k 16.4 14.9
en—fr 2223k 26.8 30.0
fr—en 6493k 16.0 14.9

Table 2: Statistics of the target-side monolingual cor-
pora and their source-side counterparts obtained by
back-translation: the number of sentences in the origi-
nal corpora and the average length in the pseudo paral-
lel data used to train 1-to-1 models.

in the monolingual corpus. Prior to training 2-to-
X forward-translation models, we removed pairs
of concatenated sentences where the source or tar-
get contains more than 128 tokens except en—ja
forward-translation with the length limit of 200
for the same reason as above. The statistics of the
datasets we used to train 1-to-1 models are shown
in Table 1 and 2.°

NMT models For all NMT models, we adopted
Transformer (Vaswani et al., 2017) as the core
neural model architecture. We implemented it us-
ing Tensorflow'? verion 1.12.0. Both encoder and
decoder comprise 6 blocks, the dimension of the
embedding layers is 512 and the dimension of the
FFN layers is 2048. The source and target embed-
ding weights and the decoder pre-softmax weights
are all shared. Training is performed using Adam
optimizer (Kingma and Ba, 2015) with a learning
rate conditioned on the training steps following the
original Transformer. Each batch contains about
16384(= 128?) tokens, and hence the number of
sentences in a batch varies.

Back-translation For each language pair, back-
translation models are trained on IWSLT2017 cor-
pora. Monolingual data are back-translated by us-
ing 2-to-1 models with beam size of 5.

Forward-translation For each language pair,
we train 1-to-1, 2-to-1 and 2-to-2 models while
varying the size of pseudo parallel data used to
augment the original parallel data. We train ja—en
and fr—en models on Ok (none), 500k, 1000k,
2000k and 4000k pseudo data, en—ja models
on Ok (none), 500k and 1000k pseudo data, and
en—fr models on Ok (none), 500k, 1000k and

9Training of 2-to-X models is done using different subsets
of the whole pseudo parallel data (due to the different clean-
ing standards stated in this paragraph). Since the statistics of
the pseudo parallel data are almost identical, we provide here
the statistics of 1-to-1 as representative.

10https ://www.tensorflow.org/
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2000k pseudo data. At test time, we perform trans-
lation with beam size of 8.

Evaluation using BLEU We evaluate the trans-
lation quality of the forward-translation with
BLEU scores (Papineni et al., 2002), computed by
multi-bleu.perl in the Moses toolkit, after
decoding the subwords by SentencePiece.

Evaluation using specialized test sets Also, we
perform evaluation on en—fr and ja—en transla-
tion using an existing (Bawden et al., 2018) and a
newly-created specialized test sets for evaluating
context-aware NMT. These datasets are designed
to assess whether NMT models capture intersen-
tential contexts.

Both test sets consist of questions to be asked
to the model. In each question, given a source
sentence, source-side context, target-side context
and two translation candidates, models must deter-
mine which one of the two candidates is correct as
a translation for the source sentence on the basis
of the translation scores (in our experiments, we
compute translation scores from log-likelihood of
the sequences with length-normalization (Johnson
et al., 2017)). Both test sets are designed so that
sentence-level models always achieve 50% accu-
racy.

For en—fr 2-to-2 models,!! we exploit the ex-
isting discourse test sets tailored by Bawden et al.
(2018). The test set include coreference test set
and coherence/cohesion test set. The coreference
test set contains 200 questions, which require NMT
models to implicitly resolve anaphora to trans-
late anaphoric pronouns. The coherence/cohesion
test set contains 200 questions to test how well
NMT models maintain discourse-level consistency.
Note that this dataset was made on the basis of
OpenSubtitles2016 corpus (Lison and Tiedemann,
2016), and, in some questions, the context and the
main sentence form a dialogue; the domain does
not fully match that of our parallel corpus (TED
talks, monologue).

For ja—en models, following (Bawden et al.,
2018), we newly created a specialized test set.
Referring to (Nagata and Morishita, 2019), we
tailored test cases focusing on zero pronouns in
Japanese for the specialized test set as follows.'?
First, we choose two contiguous sentences, as the

e only evaluate 2-to-2 models because some questions
in the datasets require target-side contexts to answer.

12ywe developed a new ja—en test set since Nagata and
Morishita (2019) does not release their test set.
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# pseudo train | en—ja/# train: 212k ja—en / # train: 211k en—fr / # train: 222k fr—en / # train: 222k
(# sent. pairs) | 1-to-1 2-to-1 2-to-2 | 1-to-1 2-to-1 2-to-2 | 1-to-1 2-to-1 2-to-2 | 1-to-1 2-to-1 2-to-2
Ok | 12.47 1288 1242 | 11.07 11.32 11.76 | 36.77 36.83 37.03 | 35.73 36.16 36.29

500k | 12.32 12,79 12.54 | 11.92 12.68 13.04 | 38.08 38.05 38.16 | 37.22 37.07 37.37

1000k | 11.98 11.99 12.28 | 12.03 12.80 13.20 | 38.11 37.63 38.55 | 37.11 37.20 37.90

2000k n/a n/a n/a | 11.84 1291 13.57 | 37.98 38.30 38.79 | 37.36 37.86 37.86

4000k n/a n/a n/a | 12.14 13.06 13.51 n/a n/a n/a | 3747 37.44 38.01

Table 3: BLEU scores of the sentence-level and context-aware models with data augmentation: All the models are
trained on the original parallel corpora and the pseudo parallel data generated by back-translation, while varying
the size of pseudo training data from O (no pseudo training data) to 4000k.

Source
context: AP IE ] A KN T W 7z,
sentece: E25%H F7 DiES It mE B> T
w5 5L
Target
context: My father murmured something.
correct: He seems to be turning towards the door.
incorrect: ~ She seems to be turning towards the door.
Source
context: BB X ] By W T W T2
sentence: £I2H FT7 DIES ITME B> T
w5 50w
Target
context: My mother murmured something.
correct: She seems to be turning towards the door.
incorrect:  He seems to be turning towards the door.

Figure 2: An example pair of questions in our ja—en
test set; the underlined pronouns refer to the boldfaced
nouns, and do not appear in the source Japanese sen-
tences (zero pronouns).

source sentence and its context, denoted by S and
Cs, respectively, from a Japanese corpus, Keyaki
Treebank (Butler et al., 2018), and translate them
into English, which result in a correct translation
and the target-side context, denoted by 77 and C;,,
respectively. Next, we write an incorrect trans-
lation 7, and source/target contexts Cs,, C;, with
which the incorrect translation could be correct.
Then, using these sentences, we make two ques-
tions:

O1:
Q»: given S, Cs,, Cr,, T1, T2, choose T or T

given S, Cy,, Gy, T1, T2, choose T or T,

For QO and Q», the correct answer is 77 and 77,
respectively. By iterating this process, we made
100 questions. Note that sentence-level models
achieve exactly 50% accuracy on this test set. Un-
like the en—fr test set, all the questions are an-
swerable without seeing the target-side context.
Some of the created questions are shown in Fig-
ure 2.
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5 Results and Analysis

In this section, we first report the impact of the
data augmentation on sentence-level and context-
aware NMTs (§ 5.1). We next investigate whether
the translation performance with the data augmen-
tation is affected by the type of translation system
used for back-translation: single-sentence NMT or
context-aware NMT (§ 5.2). We then confirm that
the data augmentation improves ja—en and en—fr
translation that requires contexts by using the two
discourse-oriented test sets (§ 5.3). We finally
show some translation examples (§ 5.4).

5.1 Impact of the size of pseudo training data

Table 3 lists the BLEU scores of sentence-level and
context-aware NMT models while varying the size
of pseudo parallel data. In what follows, we inter-
pret results in detail.

ja—en and en<fr models A comparison
among 1-to-1, 2-to-1, and 2-to2 models provides
a certain trend; context-aware models (2-to-X) are
better than the sentence-level model (1-to-1), and
the target-side contexts contribute to the transla-
tion quality (2-to-1 vs. 2-to-2). The impact of
the pseudo parallel data is clear: adding pseudo
parallel data to a certain extent results in higher
BLEU scores; 2-to-X models achieve the best per-
formance with more pseudo data than 1-to-1 mod-
els. In other words, context-aware models with
auxiliary inputs benefit from more pseudo parallel
data, as we have expected; 2-to-2 models benefit
from the largest pseudo training data.

We additively obtained the gain in BLEU by us-
ing the pseudo parallel data in addition to using
contexts. This results in a large improvement in
BLEU scores: +2.50 (11.07 — 13.57) in ja—en,
+2.02 (36.77 — 38.79) in en—fr, and then +2.28
(35.73 — 38.01) in fr—en.



| pseudo train train dev test
en | 14/27/45 13/20/32 14/23/35 13/20/31
ja | 18/34/56 13/21/33 13/22/37 12/20/32

Table 4: The quartile of the number of tokens per sentence in each dataset: train, dev and test indicate the train,
dev, and test sets of IWSLT2017 corpus. The English portion of the pseudo train dataset is the translation of the

Japanese monolingual corpus, DietCorpus.

# pseudo 1-to-1 back-trans. 2-to-1 back-trans. 2-to-2 back-trans.
train | 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2
Ok | 11.07 11.32 11.76 (same to the left)
500k | 12.02 1290 13.02 11.92 12.68 13.04 12.15 12.65 13.35
1000k | 12.41 1299 1322 12.03 12.80 1320 1243 13.19 1349
2000k | 12.49 1335 1357 11.84 1291 1357 1259 1340 13.79
4000k | 12.23 13.02 13.34 1214 13.06 1351 1278 1334 13.58

Table 5: The BLEU scores of ja—en context-aware models trained with pseudo parallel data generated by 1-to-1
and 2-to-2 back-translation: The scores of the models trained on pseudo data generated by 2-to-1 back-translation

are excerpted from Table 3.

en—ja models The additional data did not con-
tribute to the translation quality, which indicates
that the data augmentation using back-translation
was not effective. This is partly due to difficult
ja—en (back-)translation, and partly due to the
difference between the original and pseudo paral-
lel corpora. As shown in Table 4, there is clearly a
gap between the original and pseudo parallel cor-
pora in terms of the number of tokens per sentence.
In IWSLT2017 datasets, the average number of
tokens per sentence is almost equivalent between
English and Japanese while in the pseudo paral-
lel data English sentences are significantly shorter
than the Japanese counterparts. This implies that
some information has been lost in back-translating
the Japanese monolingual corpus into English, and
thus mismatches of the contents of the sentences in
the two languages are likely to occur.

5.2 1-to-1 vs. 2-to-1 back-translation

To confirm the effect of using context-aware mod-
els instead of sentence-level models for back-
translation, we additionally train ja—en models
using pseudo parallel data generated by 1-to-1 and
2-to-2 back-translation. We train 1-to-1, 2-to-
1, and 2-to-2 models on 500k, 1000k, 2000 and
4000k pseudo data. We conduct an evaluation us-
ing BLEU and the specialized test set we created
(reported later in § 5.3), and compare the results
with those trained on pseudo data generated by 2-
to-1 back-translation.

Table 5 shows the evaluation results in BLEU.
We observe comparable effect of the two back-
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Coref. Coherence
/cohesion
Bawden et al. (2018) / # train: 29M
2-TO-2 (single-encoder best) 63.5 52.0
S-HIER-TO-2 (multi-encoder best) | 72.5 57.0
2-to-2 (this paper) /# train: 222k
(# pseudo train) Ok | 70.0 51.0
500k | 76.5 51.5
1000k | 78.0 52.5
2000k | 78.5 52.5

Table 6: Results of 2-to-2 models on the en—fr spe-
cialized test sets (accuracy in %).

#pseudo | 1-to-1 back-t.  2-to-1 back-t.  2-to-2 back-t.
train | 2-to-1 2-to-2  2-to-1 2-to-2  2-to-1 2-to-2
Ok 78 79 (same to the left)
500k 87 84 85 89 83 89
1000k 91 89 81 89 88 88
2000k 86 90 88 93 87 90
4000k 85 93 91 93 86 89

Table 7: Results of 2-to-X models on the ja—en spe-
cialized test sets (accuracy in %).

translation methods, 1-to-1 and 2-to-1, on the
forward-translation, whereas the 2-to-2 back-
translation results in slightly higher scores of the
forward-translation over the other two methods.

5.3 Evaluation of context-aware translation
using specialized test sets

Table 6 and 7 show results on the en—fr and
ja—en specialized test sets, respectively. In what
follows, we interpret results in detail.



Source

context W, D206 WEEZ D TL D0, TN LT O AEIE o & W I @ T
WELU 7z

sentence O3B P MEH R 2ZH|L ZL 2D THRRFER DLW ITERKEFERND ] &
ZOPICEs TAfb 2 EbENPE TV EL

Target

context and as hard as her;| 20s were , her; early life had been even harder .

sentence shes often cried in our sessions, but then would collect herself by saying, “you can’t pick your
family, but you can pick your friends.”

1-to-1 I've had tears in my doctor’s office, and I've said, “I don’t have a family, but I've got a friend,” and
I calmed down every time.

1-to-1 I cried a lot during my examination, but every time I said, “I can’t choose a family, but I can choose

+2M pseudo data  a friend,” I said calmly.

2-t0-2 during my diagnosis, I ran a lot of tears, and I said, “no family can choose,” but every time I said,
“I can choose a friend,” I kind of calmed down.

2-t0-2 she cried many times during her examination, but each time she said, “I can’t choose a family, but

+2M pseudo data I can choose a friend,” she said calmly.

Table 8: Example of translated sentences; zero pronoun @3 is successfully restored in by the 2-to-2 model trained
using 2M pseudo data. The corresponding pronouns in the source and target are modified with the same subscripts.

en—fr models Table 6 shows the results of 2-to-
2 models with the data augmentation and the best
performing models excerpted from (Bawden et al.,
2018). 2-TO-2 is a single-encoder model using
seq2seq (Bahdanau et al., 2015) instead of Trans-
former we have adopted, while S-HIER-TO-2 is a
multi-encoder model. These models are trained
from OpenSubtitles2016 corpus, which has 29M
sentence pairs in the same domain as the test set.

When trained on a larger pseudo parallel data,
2-to-2 models achieved a higher accuracy for both
coreference and coherence/cohesion datasets. Our
2-to-2 model trained using 2M pseudo parallel
data outperforms by 15.0% and 6.0% on the coref-
erence test set against the best-performing single
and multi-encoder models trained with 29M in-
domain parallel data. A possible explanation for
this is that the coreference test is less domain-
specific compared to the coherence/cohesion test
set. To answer a typical question in the corefer-
ence test set, models need to recognize the pro-
nouns in the source sentence, next find the an-
tecedents of them in the source/target contexts,
and then check if the gender agrees between them.
This process, in most cases, does not require deep
knowledge of the antecedent words because gen-
der of a French word tends to be identified by its
surface or the article and adjectives attached to it.
On the other hand, the coherence/cohesion test in-
cludes questions imposing domain-specific tasks
like lexical disambiguation, which require more
knowledge about particular words specific to the
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domain. This explains the limited accuracy of
our models trained in the domain of IWSLT2017
and Europarl, in contrast to the multi-encoder
model S-HIER-TO-2 which is trained on OpenSub-
titles2016, the same domain as the test set, achiev-
ing larger improvement.

ja—en models Table 7 lists the results of
context-aware models. The models trained with
larger pseudo parallel data achieve higher accu-
racy, as we have observed in the en—fr test set.

5.4 Qualitative Analysis

Table 8 shows examples of ja—en translation
where the use of contexts and additional pseudo
training data help improve the translation quality.
Adding 2M pseudo data for training to the 1-to-
1 model makes the translation much more fluent
although the model cannot restore the correct pro-
noun “she.” On the other hand, 2-to-2 without ad-
ditional data cannot restore the correct pronoun ei-
ther, and its translation is as awkward as that of
the 1-to-1 model. By extending the sentence-level
model with contexts (from both source and target)
and adding pseudo data (2-to-2 + 2M pseudo train-
ing data), we obtain the best translation.

6 Related Work

Sennrich et al. (2016a) introduce a basic frame-
work to exploit monolingual data (data augmenta-
tion by back-translation) for NMT. Imamura et al.
(2018) show that back-translation using sampling
instead of beam search generates more diverse



synthetic source sentences which are effective for
enhancing the encoder. Edunov et al. (2018) fur-
ther investigate the optimal back-translation pro-
cedure by comparing several methods such as
beam search, random sampling and adding filter
noise that randomly masks words in the synthetic
source sentences. They focus on back-translation
for sentence-level NMT whereas our interest lies in
back-translation for context-aware models.

Although we have used simple beam search
with the beam size of 5 for back-translation, those
randomized back-translation strategies, if adopted,
should strongly boost our baseline (sentence-level
translation), as reported in (Imamura et al., 2018).
These strategies can be applicable to the data aug-
mentation for context-aware NMT, and would also
improve the context-aware models’ ability to cap-
ture contexts because they, especially adding filler
noise (Edunov et al., 2018), produce source/target
pairs in which some useful information for disam-
biguation is lost and the models need to try to find
alternative hints in the context.

7 Conclusions

In this study, based on our hypothesis that the
performance of context-aware models is more
affected by the lack of the training data than
sentence-level NMT models, we investigated the
impact of large-scale parallel data on the trans-
lation quality of context-aware models. We con-
duct experiments of data augmentation based
on back-translation, on four language direc-
tions en—ja, ja—en, en—fr and fr—en using
IWSLT2017 datasets. The results of BLEU eval-
uation for ja—en and en—fr support our hypothe-
sis. Through evaluation using the existing en—fr
test set and our new ja—en test set, which are spe-
cialized in evaluating context-aware NMT models,
we demonstrate that pseudo parallel data enhance
context-aware NMT models in terms of the ability
to capture contextual information.

In the future, we plan to assess the effec-
tiveness of our approach on stronger baselines:
multi-encoder models and the randomized back-
translation strategies.
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