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Preface

The DiscoMT series of workshops explores the challenges and opportunities that appear when translating
entire texts, as opposed to sentences in isolation. Started in 2013, the workshops are a forum for
discussing novel and prospective strategies to take advantage of inter-sentential context when performing
machine translation. Already a stimulating research question in the days of phrase-based statistical MT
systems, the use of text-level context is both a necessity, as it enables systems to make correct translation
choices, and an opportunity, as it may provide crucial information that is not available locally.

For these reasons, when translating entire texts, one cannot ignore text-level properties. This is becoming
increasingly clear in neural machine translation (NMT), where text-level aspects of translation may be
one of the obstacles to high-quality automatic translation for high-resource languages, after the advances
in translation quality observed in recent years. Indeed, while MT of sentences removed from their
contexts may seem to have reached quality levels comparable to human translations, experts still clearly
prefer entire texts from human translators, as several recent evaluation studies have shown.

The first three editions of DiscoMT – held every two years – have helped to consolidate a small but
thriving community of researchers. Considerable effort has been expended recently on document-level
MT, such that now, several individuals and/or groups are working on similar or overlapping problems.
Notable efforts include work on document-level influences on lexical choice in SMT and NMT, methods
and annotated resources for discourse-level MT, discourse-sensitive assessment metrics, and specific
discourse phenomena in SMT and NMT.

As exemplified by the papers presented at previous editions of DiscoMT and this year’s main
NLP conferences, specific research topics in document-level MT are: NMT extensions taking into
consideration context from multiple sentences or entire documents; pronoun translation between
languages which differ in pronoun usage; explicitation/implicitation in translating discourse connectives;
context-aware translation of ambiguous terms; assessing document-level properties of MT output,
including coherence; and preserving document-level properties characteristic of register, genre, and other
types of text variation.

In addition to the invited talks, DiscoMT 2019 will feature oral and poster presentations of studies at
the intersection of machine translation (under any of its paradigms) and discourse, from a variety of
perspectives. Along with the peer-reviewed articles submitted and accepted to DiscoMT, the workshop
has also invited a number of posters from EMNLP-IJCNLP, to diversify and enrich the poster session.
The program thus includes a variety of MT models, especially neural ones, that consider larger contexts
than state-of-the-art ones do, along with assessments of their capabilities to correctly translate discourse-
level dependencies.

We hope that workshops such as this one will continue to stimulate work on Discourse and Machine
Translation, in a wide range of discourse phenomena and MT architectures.

We would like to thank all the authors who submitted papers to the workshop, as well as all the members
of the Program Committee who reviewed the submissions and delivered thoughtful, informative reviews.

The Chairs
October 5, 2019
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Abstract

We analyse coreference phenomena in three
neural machine translation systems trained
with different data settings with or without
access to explicit intra- and cross-sentential
anaphoric information. We compare system
performance on two different genres: news
and TED talks. To do this, we manually anno-
tate (the possibly incorrect) coreference chains
in the MT outputs and evaluate the coreference
chain translations. We define an error typology
that aims to go further than pronoun transla-
tion adequacy and includes types such as in-
correct word selection or missing words. The
features of coreference chains in automatic
translations are also compared to those of the
source texts and human translations. The anal-
ysis shows stronger potential translationese ef-
fects in machine translated outputs than in hu-
man translations.

1 Introduction

In the present paper, we analyse coreference in the
output of three neural machine translation systems
(NMT) that were trained under different settings.
We use a transformer architecture (Vaswani et al.,
2017) and train it on corpora of different sizes
with and without the specific coreference informa-
tion. Transformers are the current state-of-the-art
in NMT (Barrault et al., 2019) and are solely based
on attention, therefore, the kind of errors they pro-
duce might be different from other architectures
such as CNN or RNN-based ones. Here we fo-
cus on one architecture to study the different errors
produced only under different data configurations.

Coreference is an important component of dis-
course coherence which is achieved in how dis-
course entities (and events) are introduced and dis-
cussed. Coreference chains contain mentions of
one and the same discourse element throughout
a text. These mentions are realised by a vari-

ety of linguistic devices such as pronouns, nom-
inal phrases (NPs) and other linguistic means.
As languages differ in the range of such lin-
guistic means (Lapshinova-Koltunski et al., 2019;
Kunz and Lapshinova-Koltunski, 2015; Novák
and Nedoluzhko, 2015; Kunz and Steiner, 2012)
and in their contextual restrictions (Kunz et al.,
2017), these differences give rise to problems
that may result in incoherent (automatic) transla-
tions. We focus on coreference chains in English-
German translations belonging to two different
genres. In German, pronouns, articles and adjec-
tives (and some nouns) are subject to grammatical
gender agreement, whereas in English, only per-
son pronouns carry gender marking. An incorrect
translation of a pronoun or a nominal phrase may
lead to an incorrect relation in a discourse and will
destroy a coreference chain.

Recent studies in automatic coreference trans-
lation have shown that dedicated systems can lead
to improvements in pronoun translation (Guillou
et al., 2016; Loáiciga et al., 2017). However, stan-
dard NMT systems work at sentence level, so im-
provements in NMT translate into improvements
on pronouns with intra-sentential antecedents, but
the phenomenon of coreference is not limited to
anaphoric pronouns, and even less to a subset of
them. Document-level machine translation (MT)
systems are needed to deal with coreference as a
whole. Although some attempts to include extra-
sentential information exist (Wang et al., 2017;
Voita et al., 2018; Jean and Cho, 2019; Junczys-
Dowmunt, 2019), the problem is far from being
solved. Besides that, some further problems of
NMT that do not seem to be related to corefer-
ence at first glance (such as translation of unknown
words and proper names or the hallucination of ad-
ditional words) cause coreference-related errors.

In our work, we focus on the analysis of
complete coreference chains, manually annotating
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them in the three translation variants. We also
evaluate them from the point of view of corefer-
ence chain translation. The goal of this paper is
two-fold. On the one hand, we are interested in
various properties of coreference chains in these
translations. They include total number of chains,
average chain length, the size of the longest chain
and the total number of annotated mentions. These
features are compared to those of the underlying
source texts and also the corresponding human
translation reference. On the other hand, we are
also interested in the quality of coreference trans-
lations. Therefore, we define a typology of errors,
and and chain members in MT output are anno-
tated as to whether or not they are correct. The
main focus is on such errors as gender, number and
case of the mentions, but we also consider wrong
word selection or missing words in a chain. Unlike
previous work, we do not restrict ourselves to pro-
nouns. Our analyses show that there are further
errors that are not directly related to coreference
but consequently have an influence on the correct-
ness of coreference chains.

The remainder of the paper is organised as fol-
lows. Section 2 introduces the main concepts and
presents an overview of related MT studies. Sec-
tion 3 provides details on the data, systems used
and annotation procedures. Section 4 analyses the
performance of our transformer systems on coref-
erent mentions. Finally we summarise and draw
conclusions in Section 5.

2 Background and Related Work

2.1 Coreference

Coreference is related to cohesion and coherence.
The latter is the logical flow of inter-related ideas
in a text, whereas cohesion refers to the text-
internal relationship of linguistic elements that are
overtly connected via lexico-grammatical devices
across sentences (Halliday and Hasan, 1976). As
stated by Hardmeier (2012, p. 3), this connected-
ness of texts implies dependencies between sen-
tences. And if these dependencies are neglected in
translation, the output text no longer has the prop-
erty of connectedness which makes a sequence
of sentences a text. Coreference expresses iden-
tity to a referent mentioned in another textual part
(not necessarily in neighbouring sentences) con-
tributing to text connectedness. An addressee is
following the mentioned referents and identifies
them when they are repeated. Identification of cer-

tain referents depends not only on a lexical form,
but also on other linguistic means, e.g. articles
or modifying pronouns (Kibrik, 2011). The use
of these is influenced by various factors which
can be language-dependent (range of linguistic
means available in grammar) and also context-
independent (pragmatic situation, genre). Thus,
the means of expressing reference differ across
languages and genres. This has been shown by
some studies in the area of contrastive linguis-
tics (Kunz et al., 2017; Kunz and Lapshinova-
Koltunski, 2015; Kunz and Steiner, 2012). Anal-
yses in cross-lingual coreference resolution (Gr-
ishina, 2017; Grishina and Stede, 2015; Novák and
Žabokrtský, 2014; Green et al., 2011) show that
there are still unsolved problems that should be ad-
dressed.

2.2 Translation studies

Differences between languages and genres in the
linguistic means expressing reference are impor-
tant for translation, as the choice of an appropriate
referring expression in the target language poses
challenges for both human and machine transla-
tion. In translation studies, there is a number of
corpus-based works analysing these differences in
translation. However, most of them are restricted
to individual phenomena within coreference. For
instance, Zinsmeister et al. (2012) analyse ab-
stract anaphors in English-German translations.
To our knowledge, they do not consider chains.
Lapshinova-Koltunski and Hardmeier (2017b) in
their contrastive analysis of potential coreference
chain members in English-German translations,
describe transformation patterns that contain dif-
ferent types of referring expressions. However, the
authors rely on automatic tagging and parsing pro-
cedures and do not include chains into their anal-
ysis. The data used by Novák and Nedoluzhko
(2015) and Novák (2018) contain manual chain
annotations. The authors focus on different cat-
egories of anaphoric pronouns in English-Czech
translations, though not paying attention to chain
features (e.g. their number or size).

Chain features are considered in a contrastive
analysis by Kunz et al. (2017). Their study con-
cerns different phenomena in a variety of genres
in English and German comparable texts. Us-
ing contrastive interpretations, they suggest pre-
ferred translation strategies from English into Ger-
man, i.e. translators should use demonstrative pro-

2



nouns instead of personal pronouns (e.g. dies/das
instead of es/it) when translating from English
into German and vice versa. However, corpus-
based studies show that translators do not nec-
essarily apply such strategies. Instead, they of-
ten preserve the source language anaphor’s cate-
gories (as shown e.g. by Zinsmeister et al., 2012)
which results in the shining through effects (Teich,
2003). Moreover, due to the tendency of transla-
tors to explicitly realise meanings in translations
that were implicit in the source texts (explicitation
effects, Blum-Kulka, 1986), translations are be-
lieved to contain more (explicit) referring expres-
sions, and subsequently, more (and longer) coref-
erence chains.

Therefore, in our analysis, we focus on the
chain features related to the phenomena of shining
through and explicitation. These features include
number of mentions, number of chains, average
chain length and the longest chain size. Machine-
translated texts are compared to their sources and
the corresponding human translations in terms of
these features. We expect to find shining through
and explicitation effects in automatic translations.

2.3 Coreference in MT

As explained in the introduction, several recent
works tackle the automatic translation of pronouns
and also coreference (for instance, Voigt and Juraf-
sky, 2012; Miculicich Werlen and Popescu-Belis,
2017) and this has, in part, motivated the creation
of devoted shared tasks and test sets to evaluate
the quality of pronoun translation (Guillou et al.,
2016; Webber et al., 2017; Guillou et al., 2018;
Bawden et al., 2018).

But coreference is a wider phenomenon that af-
fects more linguistic elements. Noun phrases also
appear in coreference chains but they are usually
studied under coherence and consistency in MT.
Xiong et al. (2015) use topic modelling to extract
coherence chains in the source, predict them in
the target and then promote them as translations.
Martı́nez et al. (2017) use word embeddings to en-
force consistency within documents. Before these
works, several methods to post-process the trans-
lations and even including a second decoding pass
were used (Carpuat, 2009; Xiao et al., 2011; Ture
et al., 2012; Martı́nez et al., 2014).

Recent NMT systems that include context deal
with both phenomena, coreference and coherence,
but usually context is limited to the previous sen-

# lines S1, S3 S2

Common Crawl 2,394,878 x1 x4
Europarl 1,775,445 x1 x4
News Commentary 328,059 x4 x16
Rapid 1,105,651 x1 x4
ParaCrawl Filtered 12,424,790 x0 x1

Table 1: Number of lines of the corpora used for train-
ing the NMT systems under study. The 2nd and 3rd
columns show the amount of oversampling used.

tence, so chains as a whole are never considered.
Voita et al. (2018) encode both a source and a con-
text sentence and then combine them to obtain a
context-aware input. The same idea was imple-
mented before by Tiedemann and Scherrer (2017)
where they concatenate a source sentence with
the previous one to include context. Caches (Tu
et al., 2018), memory networks (Maruf and Haf-
fari, 2018) and hierarchical attention methods (Mi-
culicich et al., 2018) allow to use a wider context.
Finally, our work is also related to Stojanovski and
Fraser (2018) and Stojanovski and Fraser (2019)
where their oracle translations are similar to the
data-based approach we introduce in Section 3.1.

3 Systems, Methods and Resources

3.1 State-of-the-art NMT
Our NMT systems are based on a transformer ar-
chitecture (Vaswani et al., 2017) as implemented
in the Marian toolkit (Junczys-Dowmunt et al.,
2018) using the transformer big configuration.

We train three systems (S1, S2 and S3) with
the corpora summarised in Table 1.1 The first two
systems are transformer models trained on differ-
ent amounts of data (6M vs. 18M parallel sen-
tences as seen in the Table). The third system in-
cludes a modification to consider the information
of full coreference chains throughout a document
augmenting the sentence to be translated with this
information and it is trained with the same amount
of sentence pairs as S1. A variant of the S3 sys-
tem participated in the news machine translation
of the shared task held at WMT 2019 (España-
Bonet et al., 2019).

S1 is trained with the concatenation of Common
Crawl, Europarl, a cleaned version of Rapid and

1All corpora are freely available for the WMT news trans-
lation task and can be downloaded from http://www.
statmt.org/wmt19/translation-task.html
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the News Commentary corpus. We oversample the
latter in order to have a significant representation
of data close to the news genre in the final corpus.

S2 uses the same data as S1 with the addition
of a filtered portion of Paracrawl. This corpus is
known to be noisy, so we use it to create a larger
training corpus but it is diluted by a factor 4 to give
more importance to high quality translations.

S3 S3 uses the same data as S1, but this time
enriched with the cross- and intra-sentential coref-
erence chain markup as described below.2 The in-
formation is included as follows.

Source documents are annotated with coref-
erence chains using the neural annotator of
Stanford CoreNLP (Manning et al., 2014)3.
The tool detects pronouns, nominal phrases and
proper names as mentions in a chain. For every
mention, CoreNLP extracts its gender (male, fe-
male, neutral, unknown), number (singular, plu-
ral, unknown), and animacy (animate, inanimate,
unknown). This information is not added directly
but used to enrich the single sentence-based MT
training data by applying a set of heuristics imple-
mented in DocTrans4:

1. We enrich pronominal mentions with the ex-
ception of ”I” with the head (main noun
phrase) of the chain. The head is cleaned by
removing articles and Saxon genitives and we
only consider heads with less than 4 tokens
in order to avoid enriching a word with a full
sentence

2. We enrich nominal mentions including
proper names with the gender of the head

3. The head itself is enriched with she/he/it/they
depending on its gender and animacy

The enrichment is done with the addition of tags
as shown in the examples:

• I never cook with <b crf> salt <e crf> it.
• <b crf> she <e crf> Biles arrived late.

In the first case heuristic 1 is used, salt is the
head of the chain and it is prepended to the pro-
noun. The second example shows a sentence

2Paracrawl has document boundaries but with a mean of
1.06 sent/doc which makes it useless within our approach.

3This system achieves a precision of 80% and recall of
70% on the CoNLL 2012 English Test Data (Clark and Man-
ning, 2016). Voita et al. (2018) estimated an accuracy of 79%
on the translation of the pronoun it.

4https://github.com/cristinae/
DocTrans/

where heuristic 2 has been used and the proper
name Biles has now information about the gender
of the person it is referring to.

Afterwards, the NMT system is trained at sen-
tence level in the usual way. The data used for
the three systems is cleaned, tokenised, truecased
with Moses scripts5 and BPEd with subword-nmt6

using separated vocabularies with 50 k subword
units each. The validation set (news2014) and the
test sets described in the following section are pre-
processed in the same way.

3.2 Test data under analysis
As one of our aims is to compare coreference
chain properties in automatic translation with
those of the source texts and human reference,
we derive data from ParCorFull, an English-
German corpus annotated with full coreference
chains (Lapshinova-Koltunski et al., 2018).7 The
corpus contains ca. 160.7 thousand tokens man-
ually annotated with about 14.9 thousand men-
tions and 4.7 thousand coreference chains. For
our analysis, we select a portion of English news
texts and TED talks from ParCorFull and translate
them with the three NMT systems described in 3.1
above. As texts considerably differ in their length,
we select 17 news texts (494 sentences) and four
TED talks (518 sentences). The size (in tokens) of
the total data set under analysis – source (src) and
human translations (ref) from ParCorFull and the
automatic translations produced within this study
(S1, S2 and S3) are presented in Table 2.

Notably, automatic translations of TED talks
contain more words than the corresponding ref-
erence translation, which means that machine-
translated texts of this type have also more po-
tential tokens to enter in a coreference relation,
and potentially indicating a shining through effect.
The same does not happen with the news test set.

3.3 Manual annotation process
The English sources and their corresponding hu-
man translations into German were already man-
ually annotated for coreference chains. We fol-
low the same scheme as Lapshinova-Koltunski
and Hardmeier (2017a) to annotate the MT out-
puts with coreference chains. This scheme allows

5https://github.com/moses-smt/
mosesdecoder/tree/master/scripts

6https://github.com/rsennrich/
subword-nmt

7Available at https://lindat.mff.cuni.cz/
repository/xmlui/handle/11372/LRT-2614
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news TED

tokens #ment. #chains avg. max. tokens # ment. #chains avg. max.
length length length length

src 9,862 782 176 5.1 15.8 11,155 1,042 338 2.9 34.7
srcCoreNLP 10,502 915 385 2.3 13.2 11,753 989 407 2.4 30.3
ref 9,728 851 233 3.8 14.5 10,140 916 318 2.8 38.0

S1 9,613 1,216 302 4.2 17.2 10,547 1,270 293 4.5 47.0
S2 9,609 1,218 302 4.4 17.3 10,599 1,268 283 4.6 51.7
S3 9,589 1,174 290 4.3 16.2 10,305 1,277 280 4.7 47.0

Table 2: Statistics on coreference features for news and TED texts considered.

the annotator to define each markable as a cer-
tain mention type (pronoun, NP, VP or clause).
The mentions can be defined further in terms
of their cohesive function (antecedent, anaphoric,
cataphoric, comparative, substitution, ellipsis, ap-
position). Antecedents can either be marked as
simple or split or as entity or event. The annota-
tion scheme also includes pronoun type (personal,
possessive, demonstrative, reflexive, relative) and
modifier types of NPs (possessive, demonstra-
tive, definite article, or none for proper names),
see (Lapshinova-Koltunski et al., 2018) for details.
The mentions referring to the same discourse item
are linked between each other. We use the an-
notation tool MMAX2 (Müller and Strube, 2006)
which was also used for the annotation of ParCor-
Full.

In the next step, chain members are annotated
for their correctness. For the incorrect transla-
tions of mentions, we include the following error
categories: gender, number, case, ambiguous and
other. The latter category is open, which means
that the annotators can add their own error types
during the annotation process. With this, the final
typology of errors also considered wrong named
entity, wrong word, missing word, wrong syntactic
structure, spelling error and addressee reference.

The annotation of machine-translated texts was
integrated into a university course on discourse
phenomena. Our annotators, well-trained students
of linguistics, worked in small groups on the as-
signed annotation tasks (4-5 texts, i.e. 12-15 trans-
lations per group). At the beginning of the anno-
tation process, the categories under analysis were
discussed within the small groups and also in the
class. The final versions of the annotation were
then corrected by the instructor.

4 Results and Analyses

4.1 Chain features

First, we compare the distribution of several chain
features in the three MT outputs, their source texts
and the corresponding human translations.

Table 2 shows that, overall, all machine transla-
tions contain a greater number of annotated men-
tions in both news texts and TED talks than in the
annotated source (src and srcCoreNLP) and refer-
ence (ref ) texts. Notice that srcCoreNLP —where
coreferences are not manually but automatically
annotated with CoreNLP— counts also the to-
kens that the mentions add to the sentences, but
not the tags. The larger number of mentions may
indicate a strong explicitation effect observed in
machine-translated texts. Interestingly, CoreNLP
detects a similar number of mentions in both gen-
res, while human annotators clearly marked more
chains for TED than for news. Both genres are in
fact quite different in nature; whereas only 37%
of the mentions are pronominal in news texts (343
out of 915), the number grows to 58% for TED
(577 out of 989), and this could be an indicator of
the difficulty of the genres for NMT systems.

There is also a variation in terms of chain num-
ber between translations of TED talks and news.
While automatic translations of news texts contain
more chains than the corresponding human anno-
tated sources and references, machine-translated
TED talks contain less chains than the sources
and human translations. However, there is not
much variation between the chain features of the
three MT outputs. The chains are also longer in
machine-translated output than in reference trans-
lations as can be seen by the number of mentions
per chain and the length of the longest chain.
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newsall newscoref TEDall TEDcoref

BLEU MTR BLEU MTR #mention err. BLEU MTR BLEU MTR #mention err.

S1 30.68 55.87 30.07 55.84 117 (9.6%) 31.99 57.91 31.70 58.06 84 (6.6%)
S2 31.47 56.88 30.83 56.68 86 (7.1%) 32.36 58.22 32.81 59.73 105 (8.3%)
S3 30.35 55.26 29.89 55.24 121 (10.3%) 32.67 58.84 32.84 58.85 83 (6.5%)

Table 3: BLEU and METEOR (MTR) scores for the 3 systems on our full test set (all) and the subset of sentences
where coreference occurrs (coref ). The number of erroneous mentions is shown for comparison.

4.2 MT quality at system level

We evaluate the quality of the three transformer
engines with two automatic metrics, BLEU (Pa-
pineni et al., 2002) and METEOR (Banerjee and
Lavie, 2005). Table 3 shows the scores in two
cases: all, when the complete texts are evaluated
and coref, when only the subset of sentences that
have been augmented in S3 are considered – 265
out of 494 for news and 239 out of 518 for TED.
For news, the best system is that trained on more
data, S2; but for TED talks S3 with less data has
the best performance.

The difference between the behaviour of the
systems can be related to the different genres. We
have seen that news are dominated by nominal
mentions while TED is dominated by pronominal
ones. Pronouns mostly need coreference informa-
tion to be properly translated, while noun phrases
can be improved simply because more instances of
the nouns appear in the training data. With this, S3
improves the baseline S1 in +1.1 BLEU points for
TEDcoref but -0.2 BLEU points for newscoref .

However, even if the systems differ in the over-
all performance, the change is not related to the
number of errors in coreference chains. Table 3
also reports the number of mistakes in the trans-
lation of coreferent mentions. Whereas the num-
ber of errors correlates with translation quality (as
measured by BLEU) for newscoref this is not the
case of TEDcoref .

4.3 Error analysis

The total distribution for the 10 categories of er-
rors defined in Section 3.3 can be seen in Figure 1.
Globally, the proportion of errors due to our closed
categories (gender, number, case and ambiguous)
is larger for TED talks than for news (see analysis
in Section 4.3.1). Gender is an issue with all sys-
tems and genres which does not get solved by the
addition of more data. Additionally, news strug-
gle with wrong words and named entities; for this

genre the additional error types (see analysis in
Section 4.3.2) represent around 60% of the errors
of S1/S3 to be compared to the 40% of TED talks.

4.3.1 Predefined error categories

Within our predefined closed categories (gender,
number, case and ambiguous), the gender errors
belong to the most frequent errors. They include
wrong gender translation of both pronouns, as sie
(“her”) instead of ihn (“him”) in example (1) re-
ferring to the masculine noun Mindestlohn, and
nominal phrases, as der Stasi instead of die Stasi,
where a masculine form of the definite article is
used instead of a feminine one, in example (2).

(1) src: [The current minimum wage] of 7.25 US
dollars is a pittance... She wants to raise [it]
to 15 dollars an hour.
S3: [Der aktuelle Mindestlohn] von 7,25 US-
Dollar sei Almosen... Sie möchte [sie] auf 15
Dollar pro Stunde erhhen.

(2) src: ...let’s have a short look at the history of
[the Stasi], because it is really important for
understanding [its] self-conception.
S2: Lassen sie uns... einen kurzen Blick
auf die Geschichte [des Stasi] werfen denn
es wirklich wichtig, [seine] Selbstauffassung
zu verstehen.

The gender-related errors are common to all the
automatic translations. Interestingly, systems S1
and S3 have more problems with gender in transla-
tions of TED talks, whereas they do better in trans-
lating news, which leads us to assume that this is
a data-dependent issue: while the antecedent for
news is in the same sentence it is not for TED
talks. A closer look at the texts with a high num-
ber of gender problems confirms this assumption
—they contain references to females who were
translated with male forms of nouns and pronouns
(e.g. Mannschaftskapitän instead of Mannschaft-
skapitänin).
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We also observe errors related to gender for
the cases of explicitation in translation. Some
impersonal English constructions not having di-
rect equivalents in German are translated with per-
sonal constructions, which requires an addition of
a pronoun. Such cases of explicitation were auto-
matically detected in parallel data in (Lapshinova-
Koltunski and Hardmeier, 2017b; Lapshinova-
Koltunski et al., 2019). They belong to the cate-
gory of obligatory explicitation, i.e. explicitation
dictated by differences in the syntactic and seman-
tic structure of languages, as defined by Klaudy
(2008). An MT system tends to insert a male
form instead of a female one even if it’s marked
as feminine (S3 adds the feminine form she as
markup), as illustrated in example (3) where the
automatic translation contains the masculine pro-
noun er (“he”) instead of sie (“she”).

(3) src: [Biles] earned the first one on Tues-
day while serving as the exclamation point
to retiring national team coordinator Martha
Karolyi’s going away party.
ref: [Biles] holte die erste Medaille am Di-
enstag, während [sie] auf der Abschieds-
feier der sich in Ruhestand begehenden
Mannschaftskoordinatorin Martha Karolyi
als Ausrufezeichen diente.
S2: [Biles] verdiente den ersten am Dien-
stag, während [er] als Ausrufezeichen für
den pensionierten Koordinator der National-
mannschaft, Martha Karolyi, diente.

Another interesting case of a problem related to
gender is the dependence of the referring expres-
sions on grammatical restrictions in German. In
example (4), the source chain contains the pro-
noun him referring to both a 6-year-old boy and
The child. In German, these two nominal phrases
have different gender (masculine vs. neutral). The
pronoun has grammatical agreement with the sec-
ond noun of the chain (des Kindes) and not its head
(ein 6 Jahre alter Junge).

(4) src: Police say [a 6-year-old boy] has been
shot in Philadelphia... [The child]’s grand-
parents identified [him] to CBS Philadelphia
as [Mahaj Brown].
S1: Die Polizei behauptet, [ein 6 Jahre alter
Junge] sei in Philadelphia erschossen wor-
den... Die Großeltern [des Kindes] identi-
fizierten [ihn] mit CBS Philadelphia als [Ma-
haj Brown].

Case- and number-related errors are less frequent
in our data. However, translations of TED talks
with S2 contain much more number-related errors
than other outputs. Example (5) illustrates this er-
ror type which occurs within a sentence. The En-
glish source contains the nominal chain in singu-
lar the cost – it, whereas the German correspon-
dence Kosten has a plural form and requires a plu-
ral pronoun (sie). However, the automatic transla-
tion contains the singular pronoun es.

(5) src: ...to the point where [the cost] is now
below 1,000 dollars, and it’s confidently pre-
dicted that by the year 2015 [it] will be below
100 dollars...
S2: bis zu dem Punkt, wo [die Kosten] jetzt
unter 1.000 Dollar liegen, und es ist zuver-
sichtlich, dass [es] bis zum Jahr 2015 unter
100 Dollar liegen wird...

Ambiguous cases often contain a combination
of errors or they are difficult to categorise due to
the ambiguity of the source pronouns, as the pro-
noun it in example (6) which may refer either to
the noun trouble or even the clause Democracy is
in trouble is translated with the pronoun sie (fem-
inine). In case of the first meaning, the pronoun
would be correct, but the form of the following
verb should be in plural. In case of a singular
form, we would need to use a demonstrative pro-
noun dies (or possibly the personal pronoun es).

(6) src: Democracy is in trouble... and [it]
comes in part from a deep dilemma...
S2: Die Demokratie steckt in
Schwierigkeiten ... und [sie] rührt teil-
weise aus einem tiefen Dilemma her...

4.3.2 Additional error types
At first glance, the error types discussed in this
section do not seem to be related to coreference —
a wrong translation of a noun can be traced back to
the training data available and the way NMT deals
with unknown words. However, a wrong transla-
tion of a noun may result in its invalidity to be a re-
ferring expression for a certain discourse item. As
a consequence, a coreference chain is damaged.
We illustrate a chain with a wrong named entity
translation in example (7). The source chain con-
tains five nominal mentions referring to an Amer-
ican gymnast Aly Raisman: silver medalist – “Fi-
nal Five” teammate – Aly Raisman – Aly Rais-
man – Raisman. All the three systems used dif-
ferent names. Example (7) illustrates the trans-
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Figure 1: Number of errors per system (S1, S2, S3) and genre (news, TED). Notice that the total number of errors
differs for each plot, total numbers are reported in Table 3. Labels in Figure (b)–S3 apply to all the chart pies that
use the same order and color scale for the different error types defined in Section 4.3.

lation with S2, where Aly Donovan and Aly En-
cence were used instead of Aly Raisman, and the
mention Raisman disappears completely from the
chain.

(7) src: Her total of 62.198 was well clear
of [silver medalist] and [“Final Five” team-
mate] [Aly Raisman]...United States’ Si-
mone Biles, left, and [Aly Raisman] em-
brace after winning gold and silver respec-
tively... [Raisman]’s performance was a bit
of revenge from four years ago, when [she]
tied...
S2: Ihre Gesamtmenge von 62.198 war deut-
lich von [Silbermedaillengewinner] und [“Fi-
nal Five” Teamkollegen] [Aly Donovan]...
Die Vereinigten Staaten Simone Biles, links
und [Aly Encence] Umarmung nach dem
Gewinn von Gold und Silber... Vor vier
Jahren, als [sie]...

Example (8) illustrates translation of the chain The
scaling in the opposite direction – that scale. The
noun phrases Die Verlagerung in die entgegenge-
setzte Richtung (“the shift in the opposite direc-
tion”) and dieses Ausmaß (“extent/scale”) used in

the S1 output do not corefer (cf. Wachstum in die
entgegengesetzte Richtung and Wachstum in the
reference translation). Notice that these cases with
long noun phrases are not tackled by S3 either.

(8) src: [The scaling in the opposite direc-
tion]...drive the structure of business towards
the creation of new kinds of institutions that
can achieve [that scale].
ref: [Wachstum in die entgegengeset-
zte Richtung]... steuert die Struktur der
Geschäfte in Richtung Erschaffung von
neuen Institutionen, die [dieses Wachstum]
erreichen können.
S1: [Die Verlagerung in die entgegengeset-
zte Richtung]... treibt die Struktur der Un-
ternehmen in Richtung der Schaffung neuer
Arten von Institutionen, die [dieses Ausmaß]
erreichen können.

4.3.3 Types of erroneous mentions

Finally, we also analyse the types of the mentions
marked as errors. They include either nominal
phrases or pronouns. Table 4 shows that there is
a variation between the news texts and TED talks
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ant. ana. NP pron.
news S1 0.30 0.70 0.72 0.28
news S2 0.39 0.61 0.63 0.37
news S3 0.36 0.64 0.63 0.37
TED S1 0.18 0.82 0.36 0.64
TED S2 0.18 0.82 0.34 0.66
TED S3 0.28 0.72 0.46 0.54

Table 4: Percentage of erroneous mentions: antence-
dent vs. anaphor, and noun phrase vs. pronominal.

in terms of these features. News contain more er-
roneous nominal phrases, whereas TED talks con-
tain more pronoun-related errors. Whereas both
the news and the TED talks have more errors in
translating anaphors, there is a higher proportion
of erroneous antecedents in the news than in the
TED talks.

It is also interesting to see that S3 reduces the
percentage of errors in anaphors for TED, but has
a similar performance to S2 on news.

5 Summary and Conclusions

We analysed coreferences in the translation out-
puts of three transformer systems that differ in the
training data and in whether they have access to
explicit intra- and cross-sentential anaphoric infor-
mation (S3) or not (S1, S2). We see that the trans-
lation errors are more dependent on the genre than
on the nature of the specific NMT system: whereas
news (with mainly NP mentions) contain a ma-
jority of errors related to wrong word selection,
TED talks (with mainly pronominal mentions) are
prone to accumulate errors on gender and number.

System S3 was specifically designed to solve
this issue, but we cannot trace the improvement
from S1 to S3 by just counting the errors and
error types, as some errors disappear and others
emerge: coreference quality and automatic trans-
lation quality do not correlate in our analysis on
TED talks. As a further improvement to address
the issue, we could add more parallel data to our
training corpus with a higher density of corefer-
ence chains such as movie subtitles or parallel
TED talks.

We also characterised the originals and transla-
tions according to coreference features such as to-
tal number of chains and mentions, average chain
length and size of the longest chain. We see how
NMT translations increase the number of men-
tions about 30% with respect to human references

showing even a more marked explicitation effect
than human translations do. As future work, we
consider a more detailed comparison of the human
and machine translations, and analyse the purpose
of the additional mentions added by the NMT sys-
tems. It would be also interesting to evaluate of
the quality of the automatically computed corefer-
ences chains used for S3.
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Abstract

This work presents a decoding architecture
that fuses the information from a neural trans-
lation model and the context semantics en-
closed in a semantic space language model
based on word embeddings. The method ex-
tends the beam search decoding process and
therefore can be applied to any neural machine
translation framework. With this, we sidestep
two drawbacks of current document-level sys-
tems: (i) we do not modify the training pro-
cess so there is no increment in training time,
and (ii) we do not require document-level an-
notated data. We analyze the impact of the fu-
sion system approach and its parameters on the
final translation quality for English–Spanish.
We obtain consistent and statistically signifi-
cant improvements in terms of BLEU and ME-
TEOR and observe how the fused systems are
able to handle synonyms to propose more ade-
quate translations as well as help the system to
disambiguate among several translation candi-
dates for a word.

1 Introduction

Neural Machine Translation (NMT) systems rep-
resent the current state-of-the-art for machine
translation technologies and even some evalua-
tions claim that they have reached human perfor-
mance (Hassan et al., 2018). These systems typ-
ically translate documents sentence by sentence,
ignoring in the process inter-sentence context and
document-level information, and this fact limits
the maximum quality that they can achieve. Läubli
et al. (2018) show how human translations are pre-
ferred over machine translations when they are
evaluated at document level, even if the opposite
happens at sentence level.

Although there exist several approaches that
successfully enhance state-of-the-art neural ma-
chine translation systems to take into account

document-level information, these systems usu-
ally propose modifications to the neural archi-
tecture (Wang et al., 2017a; Jean et al., 2017;
Voita et al., 2018; Tu et al., 2018; Maruf and
Haffari, 2018; Miculicich Werlen et al., 2018;
Jean and Cho, 2019) making the training process
slower, or require the training data to be anno-
tated with document-level information, such as
the document boundaries (Tiedemann and Scher-
rer, 2017; Junczys-Dowmunt, 2019; Talman et al.,
2019; España-Bonet et al., 2019). The main ben-
efit of these approaches is that the neural transla-
tion models they obtain are better tuned and able to
handle document-level information. However, the
training data with the document-level annotations
that they require is still scarce, and also, their de-
sign increments the training times since the com-
plexity of their neural architectures increase the
model parameters to learn.

We propose an alternative to introducing inter-
sentence information in an NMT system that fol-
lows the encoder–decoder architecture with atten-
tion of Bahdanau et al. (2015) without changing
the neural translation model architecture. Further-
more, our approach does not need a costly training
process with scarce document-level tagged data.
Roughly, we modify the beam search algorithm to
allow the introduction of a Semantic Space Lan-
guage Model (SSLM) (Hardmeier et al., 2012)
working in shallow fusion (Gülçehre et al., 2017)
with a pre-trained NMT model. When evalu-
ated on English–Spanish translations, we observe
promising improvements in the automatic evalua-
tion metrics used for the analysis.

The paper is organized as follows. Section 2 re-
visits the related work. We present the particulari-
ties of our approach in Section 3. We describe the
experiments and results in Section 4, including an
evaluation with oracles to assess the potential im-
pact of our techniques, and conclude in Section 5.
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2 Related Work

The interest in making NMT systems able to in-
clude wider context information in the translation
process has increased in recent years (Jean et al.,
2017; Popescu-Belis, 2019), and even in some
cases the necessity for exploring new approaches
of document-level machine translation has been
argued (Läubli et al., 2018).

On the one hand, several approaches tried to ex-
tend the context beyond the sentence information
by modifying the system’s input. Tiedemann and
Scherrer (2017) concatenate the previous source
sentence to the current one, whereas Bawden et al.
(2018) also concatenate the previous predicted tar-
get sentence.

On the other hand, more sophisticated context-
aware approaches propose to modify the NMT ar-
chitecture. Jean et al. (2017) propose a varia-
tion of an attentional recurrent NMT system (Bah-
danau et al., 2015) by including an additional en-
coder and attentional model to encode as context
sentence the previous source sentence, showing
how NMT systems can also benefit from larger
contexts. Wang et al. (2017a) propose a cross-
sentence context-aware approach that integrates
the historical contextual information within the
NMT system. However, these approaches only ex-
tend the source context but ignore the target side
context. In contrast, Tu et al. (2018) take into ac-
count the target side context by using a lightweight
cache-like memory network which stores bilin-
gual hidden representations as translation history.
More recent approaches implement system exten-
sions that handle both source and target side con-
texts. Maruf and Haffari (2018) use memory net-
works to capture global source and target docu-
ment context. Also, Maruf et al. (2019) present an
approach to selectively focus on relevant sentences
in the document context and not only consider a
few previous sentences as context.

There are other approaches that study the ef-
fect of introducing context information within
Transformer-based translation systems. Voita
et al. (2018) present a variation of the Trans-
former (Vaswani et al., 2017) that extends the han-
dled context by taking in the input both the cur-
rent and previous sentences. Miculicich Werlen
et al. (2018) extend it by integrating a hierar-
chical attention model to capture inter-sentence
connections, Jean and Cho (2019) by including
a context-aware regularization, and Zhang et al.

(2018) propose to use a new context encoder to
represent document-level context in combination
with the original Transformer encoder-decoder ar-
chitecture.

The importance of document-level translation is
also seen in the recent WMT20191 news transla-
tion shared task, where for the first time a specific
track for document-level MT was included. The
systems presented at the shared task follow the
previously explained strategies: introducing the
inter-sentence context information into the NMT
system by augmenting the training data including
document-level information, i.e., including coref-
erence information (España-Bonet et al., 2019), or
just by increasing the training-sequence length in
order to capture a larger data context (Popel et al.,
2019; Talman et al., 2019; Junczys-Dowmunt,
2019), or introducing variations in the NMT ar-
chitecture to take into account document-level in-
formation (Stahlberg et al., 2019; Talman et al.,
2019).

Also related to our work, but far from ma-
chine translation, is the work by Wang and Cho
(2016). They present an approach to include
document-level context into language modeling
by implementing fusion approaches that help the
LSTM maintain separated the inter- and the intra-
sentence context dependencies. Their conclusions
show how using a wider context helps neural lan-
guage models. We borrow the idea of (shallow)
fusion and apply it to neural machine translation.
In this line, Ji et al. (2015) presented new lan-
guage models able to capture contextual informa-
tion within and beyond the sentence level.

3 Context-Aware Decoding

Our document-level extension of the NMT decod-
ing process benefits from the shallow fusion tech-
nique. In particular, it exploits the flexibility of
being able to combine a general NMT model with
a more domain specific Language Model (LM) to
guide the NMT system towards a more adequate
translation. In our approach, this other model is an
SSLM used to introduce inter-sentence context in-
formation into the NMT decoding process. In the
remaining of this section we briefly describe the
SSLM (Section 3.1), the shallow fusion technique
(Section 3.2), and finalize detailing our proposed
combination (Section 3.3).

1http://www.statmt.org/wmt19/
translation-task.html
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3.1 Semantic Space Language Model (SSLM)
A semantic space language model is a probabilis-
tic model able to predict the following word on a
sequence taking into account the semantics, and
so able to score the semantic relationship among a
bunch of words in a sequence. In particular, we
follow the SSLM definition presented by Hard-
meier et al. (2012), who describe an SSLM based
on a word dense vector model built with latent
semantic analysis (Foltz et al., 1998; Bellegarda,
2000) and the cosine similarity, which is converted
into a probability by a histogram lookup, as pro-
posed by Bellegarda (2000). However, we substi-
tute their LSA model for a word vector model built
on the CBOW implementation of the WORD2VEC

toolkit (Mikolov et al., 2013).
Intuitively, an SSLM mimics a traditional n-

gram language model, but it is computed over se-
mantic information and its expected effect is to
promote translation choices that are semantically
similar to the target context. To this end, for each
candidate word w to append to the target transla-
tion, a score is computed based on the cosine sim-
ilarity between the vector representation of w and
the sum of the vector representations of the n tar-
get words that precede w in the document trans-
lation. In our system, the non-content words and
the words unknown to the model are handled spe-
cially, both when computing their associated score
and when considering them as part of the context
of any later word. More precisely, given an already
generated word sequence yk−1 = w1w2 . . . wk−1,
the score associated by the SSLM to a translation
candidate wk proposed to extend the translation
sequence, denoted pSSLM (wk|yk−1), is:




puni(wk) if wk is a SW
α sim(~cyk−1

, µ(wk)) if wk ∈ dom(µ) is not SW
ε otherwise

where puni maps each stop word (SW) to its rela-
tive frequency in the training corpus, α is the pro-
portion of content words in the training corpus,
~cyk−1

is the vector representing the preceding con-
text of wk (i.e., the sum of the vector representa-
tions of the last n non-stop known words of yk−1),
sim of two vectors is their cosine similarity lin-
early scaled to the range [0, 1], i.e.,

sim(~a,~b) =
1

2

~a ·~b
‖~a‖‖~b‖

+
1

2
,

the word vector model is represented by µ and

maps words to their associated vector represen-
tations, with dom(µ) being its domain, and ε is
a small fixed probability. Note that the lower
bound 0 of sim corresponds to the case where
the vectors are diametrically opposed (semanti-
cally distant) whereas the upper bound 1 to the
case where they have the same orientation (seman-
tically close). We use the value n = 30 chosen
by Hardmeier et al. (2012) to make it possible that
the context ~cyk−1

used in the computations crosses
sentence boundaries. Note that although our sys-
tem does not need any document-level annotation,
it will understand that any set of sentences in its
input can be understood as a document. Thus, we
need to translate document per document.

3.2 Shallow Fusion

Fusion techniques (Gülçehre et al., 2015, 2017)
have shown to be successful in several natural lan-
guage tasks to merge information from two dif-
ferent neural models. In our context, they are
motivated by how Statistical Machine Translation
(SMT) systems integrate the information from dif-
ferent feature functions that represent different
probabilistic models. There are four main fusion
techniques: deep, shallow, cold, and simple fu-
sion. All of them extend the conditional probabil-
ity learned by one model introducing the informa-
tion from a second one, where the specific method
that is used to combine both models is the main
differentiator between the approaches.

Deep, cold, and simple fusion are tech-
niques that need to train the resulting fused net-
work. Deep fusion (Gülçehre et al., 2015, 2017;
Stahlberg et al., 2018; Sriram et al., 2018) pro-
poses a method to merge a translation model and
a language model by introducing a gating mecha-
nism that learns to balance the weight of the addi-
tional language model. Cold fusion (Sriram et al.,
2018) goes a step beyond and proposes to im-
plement a deep fusion where the NMT model is
trained from scratch including the LM as a fixed
part of the network. This allows the NMT to bet-
ter model the conditioning on the source sequence
while the target language modeling is covered by
the LM. Simple fusion (Stahlberg et al., 2018)
is the latest approach. It arises as an alternative
simple method to use monolingual data for NMT
training. Roughly, it integrates the shallow fusion
technique in training time.

Shallow fusion is a simpler approach that fol-
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Figure 1: Sketch of the shallow fusion of an SSLM and an NMT inside the beam search algorithm. In this example,
the process re-scores the N = 5 best candidates from the NMT model using the scores from the SSLM. Directed
edges in the graph mark the path found by the beam search that maximizes the translation probability, whereas
undirected edges mark possible steps considered by the beam search algorithm.

lows the same idea as deep fusion but, in contrast,
proposes the combination of the probabilities from
the two models at inference time. To this end, it
changes the decoding objective function to inte-
grate an LM prediction. The usual decoding ob-
jective function for an MT system with input x can
be written as:

ŷ = argmax
y

log p(y|x)

whereas the shallow fusion variation introduces
the LM in a manner inspired by the SMT log-
linear model:

ŷ = argmax
y

(
log p(y|x) + λ log pLM (y)

)
(1)

where pLM is a language model trained on mono-
lingual target data and λ is its weight. The LM
used by Gülçehre et al. (2017) is an LSTM-based
RNN language model, but could be any model that
generates as output a probability distribution on
the discrete space of the target vocabulary shared
with the translation model.

An advantage of shallow fusion over the other
fusion techniques is that it only needs to adjust the
weight λ for the language model by a grid-search
on development data, avoiding a long training on
large corpora. Furthermore, this technique can be
easily applied to any NMT model, either RNN-
based or purely attention-based neural models. In

the same way as deep fusion, it uses independently
pre-trained LM and NMT models. Although this
can hinder the system performance, it can also be
seen as an advantage due to the flexibility it con-
fers.

3.3 Shallow Fusion between NMT and SSLM

In our model, we substitute the language model
probability pLM in the shallow fusion decoding
function (Eq. 1) by the SSLM associated proba-
bility:

ŷ = argmax
y

(
log p(y|x) + λ log pSSLM (y)

)

Since the computation of pSSLM for each gen-
erated word takes into account the preceding con-
text of that word, it is necessary to modify the
beam search of the NMT decoder. We implement
a cache mechanism to keep track of the context
information from the previously generated words,
extending beyond sentence boundaries. The cache
allows to add together the word embeddings from
the previously generated words to obtain ~cyk−1

.
Additionally, the NMT model requires not only

an estimate for a given target word, but a dis-
tribution probability over the entire target vocab-
ulary space. Thus, pSSLM (wk|yk−1) must be
computed for each word wk in the target vocab-
ulary. Unfortunately, such an approach would
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have a high computational cost. Following the
ranking/filtering approaches of Jean et al. (2015)
and Wang et al. (2017b), we speed up this compu-
tation by filtering the words to score by the SSLM.
In particular, pSSLM is only computed on the N
target words with the highest probabilities from
the NMT model, that is, only the N best candi-
dates from the NMT model are considered by the
SSLM. Figure 1 depicts how the filtering process
works in combination with the shallow fusion of
the NMT and the SSLM models during the beam
search. Recall that although our system does not
need any document-level annotation, it will under-
stand any set of sentences in its input as a docu-
ment, and thus we translate document per docu-
ment.

4 Experiments

4.1 Settings

Our baseline NMT model follows the encoder–
decoder architecture with attention of Bah-
danau et al. (2015) and it is built using the
OPENNMT-LUA toolkit (Klein et al., 2017).
We use a 4-layered bidirectional RNN encoder
and a 4-layered RNN-based decoder with 800-
dimensional hidden layers. Word embeddings are
set to 500 dimensions for both source and tar-
get vocabularies. Stochastic gradient descent is
used as optimizer algorithm for training, setting
an initial learning rate of 1 and a learning decay
of 0.7 after epoch 10 or if there is no loss im-
provement over the validation set. Training data is
distributed on batches of 64 sentences and we use
a 0.3 dropout probability between recurrent lay-
ers. Finally, a maximum sentence length of 50 to-
kens is used for both source and target sides and
the vocabulary size is 50,000 for both target and
source languages. The system is trained on the
EUROPARL-V7 parallel corpus, using the NEWS-
COMMENTARY2009 corpus as validation set. The
system at epoch 20 is to be shallow fused with the
SSLM.

We implement the shallow fusion of the SSLM
and an NMT as an extension of the attentional
encoder–decoder NMT baseline. The Word Vec-
tor Models (WVM) used as SSLMs are built using
WORD2VEC with the CBOW algorithm (Mikolov
et al., 2013), using a context window size of 5
and 600-dimensional vectors. The training data
set for this model is the Spanish side of a set
of parallel English–Spanish corpora available in

OPUS2 (Tiedemann, 2012, 2009). We select the
EUROPARL-v7, UNITED NATIONS, MULTILIN-
GUAL UNITED NATIONS, and SUBTITLES-2012
corpora, which total 759 million words for Span-
ish. We use NEWSCOMMENTARY2011 as test set.
We take advantage of the document annotations
from the NEWSCOMMENTARY corpus to translate
the test set document by document to avoid addi-
tion of random noise.

We evaluate the quality of the outputs with two
automatic metrics, BLEU (Papineni et al., 2002)
and METEOR (Banerjee and Lavie, 2005).

4.2 Oracle Analysis

We implement three oracles to assess the poten-
tial impact of our techniques. The oracles behave
as our fused approach, but leverage the reference
translation to bias the decoding towards the word
choices that are present in the reference. The goal
of ORACLE1 and ORACLE2 is to assess the util-
ity of the information enclosed in the WVM used
by the SSLM, i.e., to check whether the seman-
tic information of SSLM can help in producing
better translations. ORACLE3 mimics our fused
decoding approach and its goal is to evaluate the
potential gain of using an SSLM in combination
with an NMT. In other words, with ORACLE3 we
check how much the SSLM can help the NMT dis-
ambiguate between its best translation candidates,
thus obtaining an upper bound for the improve-
ments that can be achieved by shallow fusing an
SSLM and an NMT system.

ORACLE1 proceeds offline as follows: once a
sentence has been translated, for each target word t
(i) it uses the attention information to map that t to
its corresponding source word s and, in turn, maps
that s to its corresponding target word r found in
the reference, and (ii) it replaces the target word
t by r whenever t 6= r and r is among the M
words that are closest to t (w.r.t. cosine similarity)
according to our WVM. Note that the use of atten-
tion in step (i) to map between target and source
words is not as straightforward as the alignment
information in an SMT system. In particular, we
consider that a target word t and a source word s
are one-to-one mapped, denoted t 1←→ s, when the
following holds: the attention from t to s is maxi-
mal among the attentions from that t to any source
word s′ and also among the attentions from any

2http://opus.lingfil.uu.se/
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Figure 2: BLEU score of ORACLE1 (left, bullets), ORACLE2 (left, line plots), and ORACLE3 (right, line plots), as
a function of the threshold a (ORACLE2 and ORACLE3) and for several values of the parameters M (ORACLE1
and ORACLE2) and N (ORACLE3). For ORACLE1 and ORACLE2, increasing the value of M beyond 1,000 does
not affect the obtained scores noticeably.

target word t′ to that s, i.e., t 1←→ s if and only
if att(t, s) = max{att(t′, s′) : t′ = t ∨ s′ =
s}, where att(., .) denotes the attention value be-
tween two words. We use an analogous definition
for the one-to-one mapping s 1←→ r between the
source and reference words.3 Thus, for the target
word t in consideration, step (i) tries to find the
word r of the reference satisfying t 1←→ s

1←→ r,
for some source word s. Table 1 and Figure 2
show the results for ORACLE1. We observe that
the WVM encodes semantically-valid candidates
close together, as there is a noticeable improve-
ment in the BLEU score even when considering
just the M = 5 closest candidates. Also, the ac-
curacy of the oracle’s translations increases with
the number M of considered closest words. This
is expected since augmenting the number M also
increases the coverage of the target vocabulary. In
the limit, when M allows to encompass the whole
50K-word vocabulary, ORACLE1 simply rewrites
the translation into the reference as far as the at-
tention information allows, reaching an increase
of +8.02 in BLEU score.

ORACLE2 works as ORACLE1 but proceeds on-
line with the beam search. That is, when a hy-
pothesis of the beam is to be extended with a new
target word t, the oracle (i) analyzes the attention
information to identify the actual word r used in
the reference to translate the source word s that t
corresponds to and (ii) replaces t with r under the

3The mapping from source to reference is done through
attention by using the OpenNMT option of passing the target
gold standard in the input.

System BLEU↑ MTR↑ N M a

baseline 30.77 49.86 - - -
ORACLE1 38.79 57.85 - 1,000 -
ORACLE2 37.32 54.35 - 1,000 0.1
ORACLE3 33.25 51.74 3 - 0.2

Table 1: BLEU and METEOR (MTR) scores obtained
with the oracles defined in Section 4.2.

same circumstances as before (i.e., when t 6= r
and r appears in the list of M words closest to
t according to our WVM). In this occasion, how-
ever, the attention information needed in step (i) to
deduce the one-to-one mappings between the tar-
get and source is not fully available, as the target
sentence is still being generated. For this reason,
we need to add a minimal threshold a for the atten-
tion and refine our criterion as t

1,a←→ s if and only
if t 1←→ s∧att(t, s) ≥ a. Thus, for the target word
t in consideration, step (i) tries to find the word r
of the reference satisfying t

1,a←→ s
1←→ r, for some

source word s. Table 1 and Figure 2 present also
the results for ORACLE2. The results are analo-
gous to those of ORACLE1, but with lower scores.
This difference of score between both oracles is al-
most negligible for the smallest values ofM and a,
but the distance widens as eitherM or a increases.
This shows that our definition of

1,a←→ is a proper
approximation to obtain the mappings when not
having the full attention information, as the per-
missive value a = 0.1 does not seem to be affected
by noisy alignments for low values of M . This is
because the oracle only replaces words by other
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Figure 3: BLEU score of the fused system as a function
of the weight λ, for several values of the parameter N .

semantically-close words (e.g., by synonyms), and
thus, each of the substitutions preserves the mean-
ing of the replaced word even if in some occasions
the computed alignment is not adequate. Con-
versely, by increasing M the oracle handles lists
of candidates that are more semantically distant,
and thus, in combination with the uncertainty of
the alignments, the system introduces more errors.

ORACLE3 proceeds online with the beam
search like ORACLE2, just differing on the cri-
terion used to replace the target word t by the
corresponding reference word r: the replacement
is done when t 6= r and, moreover, r appears
among the N best candidates proposed by the
NMT model. Note that this oracle does not use
in any way the WVM underlying the SSLM: it
simply assumes that such model will properly pro-
mote the correct word (i.e., the reference word)
whenever it is present among theN top candidates
of the NMT. Table 1 and Figure 2 present also
the results for ORACLE3, which show that there
is some margin for improvement for the fused sys-
tem with respect to the NMT working in isolation.
In contrast with ORACLE2, ORACLE3 produces
more errors the more candidates that it considers,
i.e., the greater the value of N is. Also, consider-
ing alignments with lower probabilities only helps
when the value of N is small. In particular, con-
sidering more candidates by increasing N needs a
stronger (i.e., higher) attention threshold a in or-
der to filter out noisy substitutions. Nevertheless,
in that more restrictive configuration of a, the re-
sults for the various values of N tend to converge.

In summary, ORACLE1 shows that the WVM
of the SSLM properly clusters semantically-valid

N BLEU↑ METEOR↑ #unknown
- 30.77 49.86 5901
2 30.88 50.17 4632
3 † 30.98 50.14 4501
4 † 31.00 50.15 4475
5 † 31.00 50.14 4459
7 † 31.00 50.14 4463
10 † 31.00 50.14 4463

Table 2: BLEU and METEOR scores obtained with the
fused systems with λ = 0.15, together with the amount
of unknown words in their output, where the first row
corresponds to the baseline. † marks systems that are
significantly different to the baseline with a p-value of
0.05, according to bootstrap resampling (Koehn, 2004).

candidates close together, ORACLE2 that incom-
plete attention information does not hinder the or-
acle’s ability to approximate the alignments, and
ORACLE3 that there is a wide enough margin for
improvement when fusing the systems.

4.3 System Results and Analysis

Our system has two main hyperparameters: the
number N of NMT translation options that are
used in the fusion, and the weight of the semantic
language model λ. Table 2 and Figure 3 show the
results of the automatic evaluation of the different
variations of the presented fused system. The fig-
ure shows how the maximum quality is achieved
around λ = 0.15, independently of the number
N of re-scored candidates. All of our systems are
able to improve the baseline for every value of N
that we explored, achieving a statistically signif-
icant improvement of +0.23 in BLEU score and
+0.31 in METEOR. Nevertheless, there is still
room for further gains since, as seen in Table 1,
ORACLE3 is able to increase +2.48 BLEU and
+1.88 METEOR points.

We observe in Table 2 that the scores improve as
long as we increase the value of N until it seems
to stabilize for N ≥ 4. Furthermore, comparing
the outputs for λ = 0.15, the translations that the
system produces with N = 4 only differ in 95
sentences with respect to those for N = 5 and in
107 for N = 7, while having 1,407 sentences out
of 3,003 that differ with respect to the baseline.
Also, the translations for N = 5 are almost ex-
actly the same as with N = 7, differing only in
30 sentences, whereas the translations for N = 7
and N = 10 coincide. These facts support that
the systems with N ≥ 4 are converging towards
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an equivalent output. Looking into these differ-
ences, we realize that they manage different syn-
onyms that may or not be in the reference. Like
translating “I have to” as “Tengo” or “Voy a tener”
which can be equivalent depending on the context.

We also observe that with larger values of N ,
the translations tend to be noisier or less adequate
with respect to the source. For instance, “Offices
need a kindergarten nearby, architects have un-
derstood.” is translated as:

“las Oficinas necesitan una guarderı́a cercana,
los arquitectos han comprendido” (N=4)

“las oficinas de las oficinas de asistencia nece-
sitan una guarderı́a cercana.” (N=7)

Notice in the second one the useless repetition of
the translation for “Offices” and the appearance of
the extra concept of assistance (“asistencia”) that
does not appear in the source sentence. Also, the
information regarding the architects is missing in
the second translation. Two important error types
in NMT systems, word omission and new word
creation, are exacerbated with large values for N .

Another example of more accurate transla-
tion occurs when translating “According to Meteo
France”. The best system using N ≥ 5 trans-
lates this as “Según Francia” losing the reference
to the meteorological company. In contrast, us-
ing N = 4, the system is able to generate a more
accurate translation “Según Meteo Francia”. This
analysis reflects the noise introduced by increasing
the number of re-scored translation candidates by
the system. In other words, it is important to have
enough candidates to see more adequate transla-
tions, but there is a trade-off that the system needs
to maintain between the number of new options
and the noise introduced by these re-scored op-
tions.

Finally, we observe that the increase in the
translation quality is also related to the decrease
in the number of unknown words generated by
the system. Since we use complete tokens with-
out BPE (Sennrich et al., 2016) or SENTENCE-
PIECE (Kudo and Richardson, 2018) as transla-
tion units, several tokens are unknowns to the sys-
tem. In general, the number of generated un-
known words with the shallow fusion approach
drops almost a 25% with respect to the unknown
words generated by the baseline. For instance, the
worst case-scenario sentence “I’m rather a novice
in Prague politics responded Lukas Kaucky.” is
translated by the baseline as:

“Más bien soy un 〈unk〉 en la polı́tica de Praga,
〈unk〉 a Lucas 〈unk〉.”
whereas our fused system is able to produce:

“Más bien soy un novato en la polı́tica de
Praga, respondió a Lucas 〈unk〉.”
generating good translations for “novice” and “re-
sponded”. These examples illustrate how fusing
the SSLM with the NMT model helps the latter to
disambiguate between the considered translation
candidates for a word.

Finally, we pursue a little manual evaluation
with 3 native-Spanish speakers with fluent En-
glish. We select a common subset of sentences
from the test set translated by the baseline NMT
and by the fused system with N = 4 and λ =
0.15. We randomly choose 100 sentences with at
least 5 and at most 30 words with different trans-
lations. The annotators were asked for each of
the 100 selected sentences to rank the output of
both systems according to their general translation
quality, allowing to rank them as tying. System
outputs were presented in random order to avoid
system identification. The annotators find 49% of
the time that the translation from the fused sys-
tem is better than the baseline, and they consider
the quality of both translations to tie 19% of the
time. They agreed 67.33% of the time, reaching
a κ = 0.4733 (Fleiss, 1971) showing a “moder-
ate” inter-annotator agreement (Landis and Koch,
1977). These results support that fused systems
are able to improve the translations’ quality.

5 Summary and Conclusions

We presented a new approach that extends NMT
decoding by introducing information from the pre-
ceding context on the target side. It fuses an atten-
tional RNN with an SSLM by modifying the com-
putation of the final score for an element of the tar-
get vocabulary inside the beam search algorithm.
It is a flexible approach since it is compatible with
any NMT architecture, and it allows to combine
pre-trained models.

We reach improvements in the BLEU and ME-
TEOR scores of up to +0.23 and +0.31 respec-
tively for English-to-Spanish translations. We an-
alyze the impact of the different parameters of the
system on these scores, observing that it is impor-
tant to maintain a trade-off between the number of
re-scored candidates, the SSLM weight, and the
noise that will be introduced in the final transla-
tions. It is remarkable that our systems are able to
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propose valid translations where the baseline fails
to choose one, making the number of unknown
words drop while the translation quality increases.
Also, a small manual evaluation shows that hu-
mans tend to prefer fused system outputs.

As future work, we find interesting to pursue
an in-depth manual evaluation to analyze how end
users perceive the variations produced by our sys-
tems. The next step will be to test this imple-
mentation within Transformer-based NMT sys-
tems (Vaswani et al., 2017) to analyze how the
inter-sentence information can affect the quality of
attention-based translation systems and also to use
BPEed input to compare the positive effect on un-
known words that we observed. These two stud-
ies will improve the quality of the systems as a
whole (both baseline and fused). In order to better
capture the improvements reachable by our ora-
cles, we want to analyse the validity of the cosine
similarity as a measure and use other alternatives
such as CSLS (cross-domain similarity local scal-
ing) (Lample et al., 2018), or other margin-based
scores instead (Artetxe and Schwenk, 2019).

Finally, we are interested in making a thor-
ougher evaluation of the domain adaptation power
of this technique by carrying out experiments de-
signed to show how an embedding model trained
on several specific domain data can guide a
general-oriented NMT system towards more spe-
cific and adequate translations.
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Abstract

Document-level context has received lots of
attention for compensating neural machine
translation (NMT) of isolated sentences.
However, recent advances in document-level
NMT focus on sophisticated integration of
the context, explaining its improvement with
only a few selected examples or targeted test
sets. We extensively quantify the causes of
improvements by a document-level model in
general test sets, clarifying the limit of the
usefulness of document-level context in NMT.
We show that most of the improvements
are not interpretable as utilizing the context.
We also show that a minimal encoding is
sufficient for the context modeling and very
long context is not helpful for NMT.

1 Introduction

Neural machine translation (NMT) (Bahdanau
et al., 2015; Vaswani et al., 2017) has been ori-
ginally developed to work sentence by sentence.
Recently, it has been claimed that sentence-level
NMT generates document-level errors, e.g. wrong
coreference of pronouns/articles or inconsistent
translations throughout a document (Guillou et al.,
2018; Läubli et al., 2018).

A lot of research addresses these problems by
feeding surrounding context sentences as additio-
nal inputs to an NMT model. Modeling of the con-
text is usually done with fully-fledged NMT enco-
ders with extensions to consider complex relati-
ons between sentences (Bawden et al., 2018; Voita
et al., 2018; Zhang et al., 2018; Miculicich et al.,
2018; Maruf et al., 2019). Despite the high over-
head in modeling, translation metric scores (e.g.
BLEU) are often only marginally improved, lea-
ving the evaluation to artificial tests targeted for
pronoun resolution (Jean et al., 2017; Tiedemann
and Scherrer, 2017; Bawden et al., 2018; Voita

et al., 2018, 2019). Even if the metric score gets
significantly better, the improvement is limited to
specific datasets or explained with only a few ex-
amples (Tu et al., 2018; Maruf and Haffari, 2018;
Kuang and Xiong, 2018; Cao and Xiong, 2018;
Zhang et al., 2018; Maruf et al., 2019).

This paper systematically investigates when and
why document-level context improves NMT, as-
king the following research questions:

• In general, how often is the context utilized
in an interpretable way, e.g. coreference?

• Is there any other (non-linguistic) cause of
improvements by document-level models?

• Which part of a context sentence is actually
meaningful for the improvement?

• Is a long-range context, e.g. in ten consecuti-
ve sentences, still useful?

• How much modeling power is necessary for
the improvements?

To answer these questions, we conduct an ex-
tensive qualitative analysis on non-targeted test
sets. According to the analysis, we use only the
important parts of the surrounding sentences to fa-
cilitate the integration of long-range contexts. We
also compare different architectures for the con-
text modeling and check sufficient model comple-
xity for a significant improvement.

Our results show that the improvement in BLEU

is mostly from a non-linguistic factor: regularizati-
on by reserving parameters for context inputs. We
also verify that very long context is indeed not hel-
pful for NMT, and a full encoder stack is not ne-
cessary for the improved performance.

2 Document-level NMT

In this section, we review the existing document-
level approaches for NMT and describe our strate-
gies to filter out uninteresting words in the context
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input. We illustrate with an example of including
one previous source sentence as the document-
level context, which can be easily generalized also
to other context inputs such as target hypotheses
(Agrawal et al., 2018; Bawden et al., 2018; Voi-
ta et al., 2019) or decoder states (Tu et al., 2018;
Maruf and Haffari, 2018; Miculicich et al., 2018).

For the notations, we denote a source sentence
by f and its encoded representations by H . A sub-
script distinguishes the previous (pre) and current
(cur) sentences. ei indicates a target token to be
predicted at position i, and ei−1

1 are already pre-
dicted tokens in previous positions. Z denotes en-
coded representations of a partial target sequence.

2.1 Single-Encoder Approach

The simplest method to include context in NMT is
to just modify the input, i.e. concatenate surroun-
ding sentences to the current one and put the ex-
tended sentence in a normal sentence-to-sentence
model (Tiedemann and Scherrer, 2017; Agrawal
et al., 2018). A special token is inserted between
context and current sentences to mark sentence
boundaries (e.g. BREAK ).

Figure 1 depicts this approach. Here, a single
encoder processes the context and current sen-
tences together as one long input. This requires
no change in the model architecture but worsens
a fundamental problem of NMT: translating long
inputs (Koehn and Knowles, 2017). Apart from the
data scarcity of a higher-dimensional input space,
it is difficult to optimize the attention component
to the long spans (Sukhbaatar et al., 2019).

Encoderpre+cur Decoder

×N

Attention

fpre BREAK fcur ei−11

Hpre+cur
Z

p
(
ei|ei−11 , fcur, fpre

)

Figure 1: Single-encoder approach.

2.2 Multi-Encoder Approach

Alternatively, multi-encoder approaches encode
each additional sentence separately. The model
learns representations solely of the context sen-
tences which are then integrated into the baseli-
ne model architecture. This tackles the integration
of additional sentences on the architecture level,
in contrast to the single-encoder approach. In the
following, we describe two methods of integrating
the encoded context sentences. The descriptions
below do not depend on specific types of context
encoding; one can use recurrent or self-attentive
encoders with a variable number of layers, or just
word embeddings without any hidden layers on
top of them (Section 3.1).

2.2.1 Integration Outside the Decoder
The first method combines encoder representation
of all input sentences before being fed to the de-
coder (Maruf and Haffari, 2018; Voita et al., 2018;
Miculicich et al., 2018; Zhang et al., 2018; Maruf
et al., 2019). It attends from the representations of
the current sentence (Hcur) to those of the previous
sentence (Hpre), yielding H̄ . Afterwards, a linear
interpolation with gating is applied:

gH̄ + (1− g)Hcur (1)

where g = σ
(
Wg

[
H̄;Hcur

]
+ bg

)
is gating acti-

vation and Wg, bg are learnable parameters. This
type of integration is depicted in Figure 2. By
using such a gating mechanism, the model is ca-
pable of learning how much additional context in-
formation shall be included.

EncodercurEncoderpre

Attention ⊕

Decoder

×N

Attention

fcurfpre ei−11

HcurHpre

H̄

Z

p
(
ei|ei−11 , fcur, fpre

)

Figure 2: Multi-encoder approach integrating context
outside the decoder.
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2.2.2 Integration Inside the Decoder
Another method integrates the context inside the
decoder; the partial target history ei−1

1 is availa-
ble during the integration. Here, using the (enco-
ded) target history as a query, the decoder attends
directly to the context representations. It also has
the original attention to the current sentence. De-
pending on the order of these two attention com-
ponents, this type of integration has two variants.

Sequential Attentions The first variant is
stacking the two attention components, with the
output of one component being the query of ano-
ther (Tu et al., 2018; Zhang et al., 2018).

Figure 3 shows the case when the current sen-
tence is attended by the decoder first, which is then
used to attend to the context sentence. This refi-
nes the regular attention to the current source sen-
tence with additional context information. The or-
der of the attention components may be switched.
To block signals of potentially unimportant con-
text information, a gating mechanism can be em-
ployed between the regular and context attention
outputs like Section 2.2.1.

EncodercurEncoderpre Decoder

×N

Attentioncur

Attentionpre

⊕

fcurfpre ei−11

HcurHpre

Z

p
(
ei|ei−11 , fcur, fpre

)

Figure 3: Multi-encoder approach integrating context
inside the decoder with sequential attentions.

Parallel Attentions Figure 4 shows the case
when performing the two attention operations in
parallel and combining them with a gating after-
wards (Jean et al., 2017; Cao and Xiong, 2018;
Kuang and Xiong, 2018; Bawden et al., 2018; Sto-
janovski and Fraser, 2018). This method relates
document-level context to the target history inde-
pendently of the current source sentence, and lets
the decoding computation faster.

EncodercurEncoderpre Decoder

×N

AttentioncurAttentionpre

⊕

fcurfpre ei−11

HcurHpre

Z

p
(
ei|ei−11 , fcur, fpre

)

Figure 4: Multi-encoder approach integrating context
inside the decoder with parallel attentions.

For each category above, we have described a
common architecture shared by previous works in
that category. There are slight variations but they
do not diverge much from our descriptions.

2.3 Filtering of Words in the Context
Document-level NMT inherently has heavy com-
putations due to longer inputs and additional pro-
cessing of context. However, intuitively, not all
of the words in the context are actually useful
in translating the current sentence. For instance,
in most literature, the improvements from using
document-level context are explained with corefe-
rence, which can be resolved with just nouns, ar-
ticles, and the conjugated words affected by them.

Under the assumption that we do not need the
whole context sentence in document-level NMT,
we suggest to retain only the context words that
are likely to be useful. This makes the training ea-
sier with a smaller input space and less memory
requirement. Concretely, we filter out words in the
context sentences according to pre-defined word
lists or predicted linguistic tags:

• Remove stopwords using a pre-defined list1

• Remove n ∈ N most frequent words

• Retain only named entities

• Retain only the words with specific parts-of-
speech (POS) tags

The first method has the same motivation as
Kuang et al. (2018) to ignore function words. The
second method aims to keep infrequent words that

1https://github.com/explosion/spaCy
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Original source in recent years, I correctly foresaw that, in the absence of stronger fiscal
stimulus (which was not forthcoming in either Europe or the United
States), recovery from the Great Recession of 2008 would be slow.

Remove stopwords recent years, I correctly foresaw absence stronger fiscal stimulus (forth-
coming Europe United States), recovery Great Recession 2008 slow.

Remove most frequent
words

recent correctly foresaw absence stronger fiscal stimulus forthcoming
either States recovery Great Recession 2008 slow

Retain named entities recent years Europe the United States the Great Recession 2008

Retain specific POS years I foresaw the absence stimulus was forthcoming either Europe or
the United States recovery the Great Recession 2008 would be

Table 1: Examples for filtering of words in the context (News Commentary v14 English→German).

are domain-specific or containing gender informa-
tion. We empirically found that n = 150 works
reasonably well. For the last two methods, we use
the FLAIR2 (Akbik et al., 2018) toolkit. We exclu-
de the tags that are irrelevant to syntax/semantics
of the current sentence. The detailed lists of retai-
ned tags can be found in the appendix.

The filtering is performed on word level in the
preprocessing. When a sentence is completely pru-
ned, we use a special token to denote an empty
sentence (e.g. EMPTY ). Table 1 gives examples
of the filtering. We can observe that the original
sentence is shortened greatly by removing redun-
dant tokens, but the topic information and the im-
portant subjects still remain.

3 Experiments

We evaluate the document-level approaches in
IWSLT 2017 English→Italian3 and WMT 2018
English→German4 translation tasks. We used
TED talk or News Commentary v14 dataset as the
training data respectively, preprocessed with the-
Moses tokenizer5 and byte pair encoding (Senn-
rich et al., 2016) trained with 32k merge opera-
tions jointly for source and target languages. In
all our experiments, one previous source sentence
was given as the document-level context. A speci-
al token was inserted at each document boundary,
which was also fed as context input when trans-
lating sentences around the boundaries. Detailed
corpus statistics are given in Table 2.

All experiments were carried out with
2https://github.com/zalandoresearch/flair
3https://sites.google.com/site/iwsltevaluation2017
4https://www.statmt.org/wmt18/translation-task.html
5http://www.statmt.org/moses

SOCKEYE (Hieber et al., 2018). We used
Adam optimizer (Kingma and Ba, 2015) with the
default parameters. The learning rate was reduced
by 30% when the perplexity on a validation set
was not improving for four checkpoints. When it
did not improve for ten checkpoints, we stopped
the training. Batch size was 3k tokens, where the
bucketing was done for a tuple of current/context
sentence lengths. All other settings follow a
6-layer base Transformer model (Vaswani et al.,
2017).

In all our experiments, a sentence-level model
was pre-trained and used to initialize document-
level models, which was crucial for the performan-
ce. We also shared the source word embeddings
over the original and context encoders.

en-it en-de

Running Words 4.3M 8.1M
Sentences 227k 329k
Documents 2,045 8,891
Document Length (avg. #sent) 111 37

Table 2: Training data statistics.

3.1 Model Comparison
Model Architecture Firstly, we compare the
performance of existing single-encoder and multi-
encoder approaches (Table 3). For each category
of document-level methods (Section 2), we test
one representative architecture (Figures 2, 3, 4)
which encompasses all existing work in that cate-
gory except slight variations. The tested methods
are equal or closest to:

• Single-Encoder: Agrawal et al. (2018)
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Context Encoder en-it en-de

Approach Architecture #layers BLEU [%] TER [%] BLEU [%] TER [%]

Baseline · · 31.4 56.1 28.9 61.8

Single-Encoder Transformer 6 31.5 57.2 28.9 61.4

Multi-Encoder (Out.) Transformer 6 31.3 56.1 29.1 61.4

Multi-Encoder (Seq.) Transformer 6 32.6 55.2 29.9 60.7

Multi-Encoder (Para.)
Transformer

6 32.7 54.7 30.1 60.3
2 32.6 55.2 30.2 60.5
1 32.2 55.8 30.0 60.4

Word Embedding · 32.5 54.8 30.3 59.9

Table 3: Comparison of document-level model architectures and complexity.

• Integration outside the decoder: Voita et al.
(2018) without sharing the encoder hidden
layers over current/context sentences

• Integration inside the decoder

– Sequential attention: Decoder integrati-
on of Zhang et al. (2018) with the order
of attentions (current/context) switched

– Parallel attention: Gating version of Ba-
wden et al. (2018)

The training of the single-encoder method was
quite unstable. It took about twice as long as other
document-level models, yet yielding no improve-
ments, which is consistent with Kuang and Xiong
(2018). Longer inputs make the encoder-decoder
attention widely scattered and harder to optimi-
ze. We might need larger training data, massi-
ve pre-training, and much larger batches to train
the single-encoder approach effectively (Junczys-
Dowmunt, 2019); however, these conditions are
often not realistic.

For the multi-encoder models, if the context is
integrated outside the decoder (“Out.”), it barely
improves upon the baseline. By letting the deco-
der directly access context sentences with a sepa-
rate attention component, they all outperform the
single-encoder method, improving the sentence-
level baseline up to +1.4% BLEU and -1.9% TER.
Particularly, when attending to current and context
sentences in parallel (“Para.”), it provides more
flexible and selective information flow from mul-
tiple source sentences to the decoder, thus produ-
cing better results than the sequential attentions
(“Seq.”).

Model Complexity In the linguistic sense, sur-
rounding sentences are useful in translating the
current sentence mostly by providing case distinc-
tions of nouns or topic information (Section 4).
The sequential relation of tokens in the surroun-
ding sentences is important for neither of them.
Therefore we investigate how many levels of se-
quential encoding is actually needed for the impro-
vement by the context. From a 6-layer Transfor-
mer encoder, we gradually reduce the model com-
plexity of the context encoder: 2-layer, 1-layer,
and only using word embeddings without any se-
quential encoding. We remove positional encoding
(Vaswani et al., 2017) when we encode only with
word embeddings.

The results are shown in the lower part of Ta-
ble 3. Context encoding without any sequenti-
al modeling (the last row) shows indeed compa-
rable performance to using a full 6-layer enco-
der. This simplified encoding eases the memory-
intensive document-level training by having 22%
fewer model parameters, which allows us to adopt
a larger batch size without accumulating gradients.
For the remainder of this paper, we stick to using
the multi-encoder approach with parallel attention
components in the decoder and restricting the con-
text encoding to only word embeddings.

3.2 Filtering Words in the Context

To make the context modeling even lighter, we
analyze the effectiveness of the filtered context
(Section 2.3) in Table 4. All filtering methods
shrink the context input drastically without a si-
gnificant loss of performance. Each method has its
own motivation to retain only useful tokens in the
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en-it en-de

Context sentence BLEU [%] TER [%] BLEU [%] TER [%] #tokens

None 31.4 56.1 28.9 61.8 -
Full sentence 32.5 54.8 30.3 59.9 100%

Remove stopwords 32.2 55.2 30.3 59.9 63%
Remove most frequent words 32.1 55.6 30.2 60.2 51%
Retain only named entities 32.3 55.4 30.3 60.3 13%
Retain specific POS 32.5 55.2 30.4 60.0 59%

Table 4: Comparison of context word filtering methods.
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Figure 5: Translation performance as a function of document-level context length (in the number of sentences).

context; the results show that they are all reasona-
ble in practice. In particular, using only named en-
tities as context input, we achieve the same level of
improvement with only 13% of tokens in the full
context sentences. By filtering words in the con-
text sentences, we can use more examples in each
batch for a robust training.

3.3 Context Length

Filtered context inputs (Section 3.2) with a mi-
nimal encoding (Section 3.1) make it also feasi-
ble to include much longer context without much
difficulty. Most of previous works on document-
level NMT have not examined context inputs lon-
ger than three sentences.

Figure 5 shows the translation performance with
an increasing number of context sentences. If we
concatenate full context sentences (plain curves),
the performance deteriorates severely. We found
that it is hard to fit such long sequences in memory
as the training becomes very erratic.

The training is much more stable with filte-
red context; the dashed/dotted curves do not drop
significantly even when using 20 context sen-

tences. In the English→Italian task, the perfor-
mance slightly improves up to 15 context sen-
tences. In the English→German task, there is no
improvement by extending the context length over
5 sentences. This discrepancy can be explained
with document lengths in each dataset (Table 2).
The TED talk corpus for English→Italian has
much longer documents, thus it is probable to be-
nefit from larger context windows. However, in ge-
neral we observe only marginal improvements by
enlarging the context length to more than one sen-
tence, as seen also in Bawden et al. (2018), Micu-
licich et al. (2018), or Zhang et al. (2018).

4 Analysis

Simplifying the context encoder (Section 3.1) and
filtering the context input (Section 3.2) are both
inspired by the intuition that only a small part of
the context is useful for NMT. In order to verify
this intuition rigorously, we conduct an extensi-
ve analysis on how document-level context hel-
ps the translation process, manually checking eve-
ry output of sentence-level/document-level NMT
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models; automatic metrics are inherently not sui-
table for distinguishing document-level behavior.
Our analysis is not constrained to certain discour-
se phenomena which are favored in evaluating
document-level models. We quantify various cau-
ses of the improvements 1) regardless of its lingui-
stic interpretability and 2) in a realistic scenario
where not all the test examples require document-
level context. Here are the steps we take:

1. Translate a test set with a sentence-level ba-
seline and a document-level model.

2. Compute per-sentence TER scores of outputs
from both models.

3. Select those cases where the document-level
model improves the per-sentence TER over
the sentence-level baseline.

4. Examine each case of 3 by looking at:

• Source, context, and translation outputs
• Attention distribution over the context

tokens for each target token: averaged
over all decoder layers/heads
• Gating activation (Equation 1)

5. Classify each case into “coreference”, “topic-
aware lexical choice”, or “not interpretable”.

Statistics of each category on the test sets are re-
ported in Table 5. The manual inspection of trans-
lation outputs is done by a native-level speaker of
Italian or German, respectively.

Only a couple of cases belong to coreference,
which is ironically the most advocated improve-
ment in the literature on document-level NMT.
One of them is shown in Table 6a. In the
document-level NMT, the English word “said” is
translated to a correct conjugation of “sagen” (=
say) for the third person noun “der Präsident” (=
the President). This can be explained by the high
attention energy on “Trump” (Figure 7a) in the
context sentence.

Another interpretable cause is topic-aware lexi-
cal choice (Table 6b). The document-level model
actively attends to “seized” and “cocaine” in the
context sentence (Figure 7b), and does not miss
the source word “raids” in the translation (“Raz-
zien”). When it corrects the translation of polyse-
mous words, it is related to word sense disambi-
guation (Gonzales et al., 2017; Marvin and Koehn,
2018; Pu et al., 2018). This category includes also
a coherence of text style in the translation outputs,
depending on the context topic.

#cases

Category en-it en-de

Coreference 21 2
Topic-aware lexical choice 66 33
Not interpretable 292 1,211

Total TER improved 379 1,246

Total 1,147 2,998

Table 5: Causes of improvements by document-level
context.

We found that only 7.5% of the TER-improved
cases can be interpreted as utilizing document-
level context. The other cases are mostly general
improvements in adequacy or fluency which are
not related to the given context. Table 6c shows
such an example. It improves the translation by a
long-range reordering and rephrasing some nouns,
whose clues do not exist in the previous source
sentence. Its attention distribution over the context
words is totally random and blurry (Figure 7c).

A possible reason for the non-interpretable im-
provements is regularization of the model, since
the training data of our experiments are relative-
ly small. Figure 6 shows that, for most of the im-
proved cases, the model has non-negligible gating
activation towards document-level context, even if
the output seems not to benefit from the context.
It means that, when combining the encoded repre-
sentations of context/current sentences, the model
can reserve some of its capacity to the information
from context inputs. This might effectively mitiga-
te overfitting to the given training data.
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Figure 6: Gating activation for all TER-improved cases
of the English→German task, averaged over all layers
and target positions.
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Previous src inside the White House, Trump addressed Sikorsky representatives, joking with the
media about his own fleet of company products.

Current src “I know Sikorsky very well,” the President said, “I have three of them.”

Reference ”ich kenne Sikorsky sehr gut“, sagte der Präsident, ”ich habe drei davon.“
Sent-level hyp ”ich kenne Sikorsky sehr gut“, so der Präsident, ”habe drei davon.“
Doc-level hyp ”ich kenne Sikorsky sehr gut,“ sagte der Präsident, ”ich habe drei davon“.

(a) Coreference

Previous src in addition, officials seized large quantities of marijuana and cocaine, firearms and
several hundred thousand euros.

Current src at simultaneous raids in Italy, two people were detained.

Reference bei zeitgleichen Razzien in Italien wurden zwei Personen festgenommen.
Sent-level hyp gleichzeitig wurden in Italien zwei Personen verhaftet.
Doc-level hyp bei gleichzeitigen Razzien in Italien wurden zwei Menschen inhaftiert.

(b) Topic-aware lexical choice

Previous src other cities poach good officials and staff members and offer attractive conditions.
Current src the talk is of a downright “contest between public employers”.

Reference die Rede ist von einem regelrechten ”Wettbewerb der öffentlichen Arbeitgeber“.
Sent-level hyp das Gerede ber einen ”Wettkampf zwischen öffentlichen Arbeitgebern“ ist von einem

Gerechtigkeitstreit.
Doc-level hyp die Rede ist von einem herben ”Wettbewerb zwischen öffentlichen Arbeitgebern“.

(c) Not interpretable

Table 6: Example translation outputs for each analysis category (WMT English→German newstest2018).
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Figure 7: Attention distribution over context words from target hypothesis.
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BLEU [%]

Condition System en-it en-de

Dropout 0.1
Sentence-level 31.4 28.9
Document-level 32.5 30.3

Dropout 0.3
Sentence-level 33.7 32.3
Document-level 33.5 32.0

Large training data
Sentence-level - 40.2
Document-level - 39.9

Table 7: Sentence-level vs. document-level translation
performance in different data/training conditions.

We argue that the linguistic improvements with
document-level NMT have been sometimes over-
sold, and the document-level components should
be tested on top of a well-regularized NMT sys-
tem. In our experiments, we obtain a much stron-
ger sentence-level baseline by applying a sim-
ple regularization (dropout), which the document-
level model cannot outperform (Table 7).

On a larger scale, we also built a sentence-
level model with all parallel training data available
for the WMT 2019 task and fine-tuned only with
document-level data (Europarl, News Commenta-
ry, newstest2008-2014/2016). The document-level
training does not give any improvement in BLEU

(last two rows of Table 7). There may exist
document-level improvements which are not high-
lighted by the automatic metrics, but the amount of
such improvements must be very small without a
clear gain in BLEU or TER.

5 Conclusion

In this work, we critically investigate the advanta-
ges of document-level NMT with a thorough qua-
litative analysis and expose the limit of its im-
provements in terms of context length and model
complexity. Regarding the questions asked in Sec-
tion 1, our answers are:

• In general, document-level context is utilized
rarely in an interpretable way.

• We conjecture that a dominant cause of the
improvements by document-level NMT is ac-
tually the regularization of the model.

• Not all of the words in the context are used
in the model; we leave out redundant tokens
without loss of performance.

• A long-range context gives only marginal ad-
ditional improvements.

• Word embeddings are sufficient to model
document-level context.

For a fair evaluation of document-level NMT
methods, we argue that one should make a
sentence-level NMT baseline as strong as possi-
ble first, i.e. by using more data or applying pro-
per regularization. This will get rid of by-product
improvements from additional information flows
and help to focus only on document-level errors
in translation. In this condition, we show that
document-level NMT can barely improve trans-
lation metric scores against such strong baseli-
nes. Targeted test sets (Bawden et al., 2018; Voi-
ta et al., 2019) might be helpful here to empha-
size the document-level improvements. However,
one should bear in mind that a big improvement in
such test sets may not carry over to practical sce-
narios with general test sets, where the number of
document-level errors in translation is inherently
small.

Given these conclusions, a future research di-
rection would be building a lightweight post-
editing model to correct only document-level er-
rors, not complicating the sentence-level model
too much for a very limited amount of document-
level improvements. To strengthen our arguments,
we also plan to conduct the same qualitative analy-
sis on other types of context inputs (e.g. translation
history) and different domains.

Our implementation of document-level NMT
methods is publicly available on the web.6
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Abstract

A single sentence does not always convey in-
formation required to translate it into other lan-
guages; we sometimes need to add or special-
ize words that are omitted or ambiguous in
the source languages (e.g., zero pronouns in
translating Japanese to English or epicene pro-
nouns in translating English to French). To
translate such ambiguous sentences, we ex-
ploit contexts around the source sentence, and
have so far explored context-aware neural ma-
chine translation (NMT). However, a large
amount of parallel corpora is not easily avail-
able to train accurate context-aware NMT mod-
els. In this study, we first obtain large-scale
pseudo parallel corpora by back-translating
target-side monolingual corpora, and then in-
vestigate its impact on the translation perfor-
mance of context-aware NMT models. We
evaluate NMT models trained with small par-
allel corpora and the large-scale pseudo paral-
lel corpora on IWSLT2017 English-Japanese
and English-French datasets, and demonstrate
the large impact of the data augmentation for
context-aware NMT models in terms of BLEU
score and specialized test sets on ja→en1 and
fr→en.

1 Introduction

Following the success of neural machine transla-
tion (NMT) models in sentence-level translation,
context-aware NMT models have been studied to
further boost the quality of translation (Jean et al.,
2017; Tiedemann and Scherrer, 2017; Wang et al.,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Miculicich et al., 2018;
Maruf et al., 2019; Voita et al., 2019). These
context-aware models take auxiliary inputs (con-
texts) to translate the source sentence which lacks
information needed for translating into the target

1http://www.tkl.iis.u-tokyo.ac.jp/
˜sugi/DiscoMT2019/
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Figure 1: Overview of the data augmentation for
context-aware NMT (Japanese to English in this case).

language (§ 2). Typically, contexts considered
by context-aware NMT are surrounding sentences
in the same document (Tiedemann and Scherrer,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Voita et al., 2019), which
provide beneficial information in translating zero
pronouns, anaphoric pronouns, lexically ambigu-
ous words, and so on.

Although the context-aware NMT models out-
perform the baseline sentence-level NMT mod-
els in terms of BLEU score and some specialized
test sets (Bawden et al., 2018; Voita et al., 2019;
Müller et al., 2018), the reported gains, especially
in BLEU score, are often marginal. We can think
of several reasons for this; 1) the ratio of sentences
(or linguistic phenomena) that require contexts for
translation is small in the evaluation datasets, 2)
the current context-aware models do not fully uti-
lize the given contexts, 3) (narrow) contexts con-
sidered in context-aware NMT models do not in-
clude information required for translation, 4) the
size of training data is not enough to effectively
train context-aware NMT models. Although there
are some studies that investigate the first to third
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aspects (Bawden et al., 2018; Voita et al., 2018;
Imamura and Sumita, 2019), few studies have in-
vestigated the last possibility (§ 6), since there
are few parallel corpora for context-aware trans-
lation; existing large-scale and high-quality par-
allel corpora are usually obtained by extracting
reliable sentence alignments from translations by
humans (Nakazawa et al., 2016; Pryzant et al.,
2018). Considering that context-aware NMT mod-
els have larger input spaces than sentence-level
models, they will demand larger training data to
fully exert the models’ performance.

In this study, we hypothesize that context-aware
NMT models can benefit from an increase of the
training data more than sentence-level models, and
confirm this by performing data augmentation us-
ing back-translation (Sennrich et al., 2016b) (§ 6)
for context-aware NMT models. We propose to
assist the training of context-aware NMT mod-
els using pseudo parallel data which is automati-
cally generated by back-translating a large mono-
lingual data (§ 3, Figure 1). The back-translation
model here is trained on an existing parallel cor-
pus. Since context-aware models are designed to
recover information that is absent from the source
sentence but should be present in the target sen-
tence, back-translation can produce effective train-
ing data if it could naturally drop the information
to be recovered in translating sentences in the tar-
get language into the source language.

We evaluate our method on IWSLT2017 data
sets (Cettolo et al., 2012), which are collections
of subtitles of TED Talks, on two language pairs:
English-Japanese (en-ja) and English-French (en-
fr) (§ 4). We exploit BookCorpus (Zhu et al.,
2015), Europarl v7 (Koehn, 2005), and the record
of the National Diet of Japan as monolingual cor-
pora for back-translation (§ 5). Experimental re-
sults revealed that the data augmentation improved
the translation in terms of BLEU score (Papineni
et al., 2002) and the accuracy on specialized test
sets for context-aware NMT.

The contribution of this paper is as follows:

• We first evaluated data augmentation on
context-aware NMT, and confirmed BLEU

improvement on en↔fr and ja→en datasets,

• developed a new specialized test set for
evaluating ja→en context-aware translation,
and

• confirmed that the data augmentation im-

proves context-aware translation through
the existing en→fr (Bawden et al., 2018) and
our specialized test set for ja→en translation.

2 Context-aware NMT Models

To incorporate contexts to translate sentences, re-
cent studies on NMT have explored context-aware
models which take sentences around the source
sentence as auxiliary inputs. Typical contexts con-
sidered in those models are a few sentences that
precede the source sentence.

The context-aware NMT models are grouped
into two types: single-encoder models that apply a
sentence-level NMT model to the source sentence
concatenated after their contexts (preceding sen-
tence(s)) (Tiedemann and Scherrer, 2017; Bawden
et al., 2018) and multi-encoder models that design
an additional context encoder to process the con-
texts (Jean et al., 2017; Wang et al., 2017; Baw-
den et al., 2018; Voita et al., 2018; Maruf and Haf-
fari, 2018; Miculicich et al., 2018; Tu et al., 2018;
Maruf et al., 2019). In what follows, we briefly
review these models.

Single-encoder models take the preceding sen-
tence(s) as the contexts in addition to the source
sentence and concatenate them with a special sym-
bol <CONC> (Tiedemann and Scherrer, 2017).
The concatenated sentences are then translated us-
ing an existing sentence-level NMT model.

There are two subtypes of the single-encoder
models that differ in handling contexts in the tar-
get language. The first model, which we refer to as
2-to-1, only considers contexts in the source lan-
guage, and is trained on pairs of the source sen-
tence with the preceding sentence(s) and the target
sentence. It learns a mapping from the source sen-
tence with its context to the target sentence. The
second one, which we refer to as 2-to-2, considers
contexts in both the source and target languages.
2-to-2 models are trained on pairs of the source
sentence with the preceding sentence(s) and the
target sentence with the preceding sentence(s). At
test time of a 2-to-2 model, the decoder receives
the encoder hidden states and the translation of the
previous sentence, which has been generated in the
previous translation step. We analogically refer to
the standard sentence-level NMT models as 1-to-1
to highlight the difference in input and output.

Multi-encoder models take the preceding sen-
tence(s) as the contexts, and use additional neu-
ral networks to encode the contexts. Several net-
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work architectures have been explored for this ad-
ditional encoder (Jean et al., 2017; Wang et al.,
2017; Bawden et al., 2018; Voita et al., 2018;
Maruf and Haffari, 2018; Miculicich et al., 2018;
Tu et al., 2018).

In this study, we adopt the standard single-
encoder model (Tiedemann and Scherrer, 2017) in
our experiments (§ 4), since both single-encoder
and multi-encoder models are reported to outper-
form the sentence-level models and the perfor-
mance gap between the two context-aware mod-
els are marginal. We then focus on investigat-
ing the impact of additional pseudo parallel train-
ing data generated by back-translation. Note that
the single-encoder models are simpler, and we can
employ the well-established NMT architectures
such as Transformer (Vaswani et al., 2017) without
any modifications for sequence-to-sequence trans-
formation.

3 Data Augmentation for Context-aware
NMT using Back-translation

We hypothesize that context-aware NMT models
can benefit from an increase of the training data
more than sentence-level NMT models, and ex-
perimentally confirm this by training and evalu-
ating context-aware NMT models with additional
training data. We propose to use data augmen-
tation based on back-translation (Sennrich et al.,
2016a) to obtain the additional training data for
context-aware NMT models. We hereafter refer
to (final) source-to-target translation as forward-
translation to distinguish it with (target-to-source)
back-translation for data augmentation.

The pseudo parallel data is automatically gener-
ated by back-translating large target-side monolin-
gual corpora (target→source). Since monolingual
corpora can be obtained more easily than bilin-
gual parallel corpora which are aligned at sen-
tence level, the back-translation allows us to train
a context-aware NMT model with larger data. We
can expect the resulting pseudo parallel corpora
to contain more cases from which the model can
learn to use contexts in translation.

Back-translation for data augmentation The
data augmentation in this study follows the exist-
ing back-translation strategies for NMT (Sennrich
et al., 2016a; Imamura et al., 2018; Edunov et al.,
2018) except that we assume a context-aware
model for the forward-translation; the monolin-
gual data for back-translation must be a set of doc-

uments each of which consists of contiguous sen-
tences. This data-augmentation approach would
naturally benefit context-aware models more than
sentence-level models because the former are to
handle a larger input/output space, which makes
them more complex as a mapping task.

Here, we describe our training process to ob-
tain pseudo training data for translation from the
source (LS) to the target (LT) language.

Train a back-translation model (LT → LS)
Given a (small) parallel data for source
language LS and target language LT, we first
train a back-translation model LT → LS on
the parallel data.

Back-translate LT monolingual data into LS
We next back-translate a large LT (target-
side) monolingual data to generate pseudo
LS (source-side) monolingual data, which
forms pseudo parallel data together with
the original target-side monolingual data.
Note that sentential alignments are naturally
obtained through the translation.

Train a forward-translation model (LS → LT)
We then train the forward-translation model
from the original parallel data augmented
with the obtained pseudo parallel data.

The pseudo parallel data has merits and demer-
its against human-translated parallel data which is
automatically aligned. The pseudo parallel data
is inferior to the human-translated parallel data in
that it is generated automatically by a possibly in-
accurate machine translation system. However, it
does not contain mismatches of sentence bound-
aries between the target and the obtained (back-
translated) source monolingual data, in contrast to
the human-translated data where, for example, a
source sentence can correspond to multiple target
sentences.

On back-translation model We can use either
a sentence-level or context-aware NMT model for
back-translation. In the following experiments, we
first adopt 2-to-1 NMT model as a back-translator
for data augmentation, and evaluate the impact of
the data augmentation on the translation perfor-
mance of context-aware NMT models. We then
compare those results with results obtained by the
data augmentation using 1-to-1 and 2-to-2 models
instead of 2-to-1 model for back-translation.
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# sentence pairs avg. source length avg. target length

en→ja 223k / 0.87k / 1.54k 24.7 / 28.0 / 24.6 25.4 / 27.9 / 24.5
ja→en 212k / 0.87k / 1.54k 22.3 / 28.0 / 24.6 22.8 / 27.9 / 24.5
en→fr 222k / 0.89k / 1.56k 22.1 / 27.2 / 24.3 23.5 / 28.0 / 25.8
fr→en 222k / 0.89k / 1.56k 23.5 / 28.0 / 25.8 22.1 / 27.2 / 24.3

Table 1: Statistics of IWSLT2017 corpora: the number of sentence pairs and the average length (number of tokens
per sentence) for the train / dev / test portions.

We can expect context-aware NMT models to
moderately omit redundant information as humans
do and to yield more natural translations when
back-translating, especially if the source language
LS prefers to omit redundant expressions (e.g.,
zero pronouns in Japanese). It would produce
a better training data from which the forward-
translation model can learn to restore the omitted
information referring to context.

4 Experimental settings

This section describes experimental settings to
evaluate the impact of the data augmenta-
tion on context-aware NMT models. We con-
duct translation experiments on two language
pairs for both directions: Japanese→English
(hereafter, ja→en), English→Japanese (en→ja),
French→English (fr→en), and English→French
(en→fr) using publicly available corpora of spo-
ken language that are used in the previous studies.

Datasets (parallel corpora) For all the lan-
guage pairs, we use IWSLT2017 corpus2 (Cettolo
et al., 2012) as the original (human-translated) par-
allel data. This corpus is made from subtitles of
TED Talks. The English subtitles are transcription
of the talks and the subtitles in the other languages
are translations of the English subtitles. We con-
sider each talk as a document. We use dev2010
for development and tst2010 for evaluation in
each language pair. The statistics of IWSLT2017
corpus used in our experiments are listed in Table
1.

Datasets (monolingual corpora) For ja→en
and fr→en translations, we exploit BookCor-
pus (Zhu et al., 2015) as the monolingual data.
BookCorpus is a collection of English e-books
available on the Web.3 We extract paragraphs
from BookCorpus that consist of more than 9 sen-
tences and treat them as single documents. For

2https://wit3.fbk.eu/mt.php
3We used a crawler available at

https://github.com/soskek/bookcorpus

en→ja and en→fr translation, we adopt the record
of the National Diet of Japan4 (hereafter, DietCor-
pus) and Europarl corpus v75 (Koehn, 2005) as the
monolingual data, respectively. We use the French
part of Europarl as a monolingual corpus in our
experiments considering its domain being close to
that of IWSLT2017 (most documents in Europarl
corpus consist of conversation of multiple persons
but each block of contiguous utterances given by a
single person tends to be long so it can be assumed
to be locally monologue like IWSLT2017) and it
consists of contiguous sentences, which meets our
demand.

Preprocessing We normalize punctuation of the
English and French datasets and perform tok-
enization and truecasing using Moses toolkit ve-
rion 4.0.6 We tokenize the Japanese datasets us-
ing MeCab verion 0.996 with ipadic dictionary ve-
rion 2.7.0.7 For each language pair, we finally split
datasets into subword units using SentencePiece
(verion 0.1.81)8 with unigram language model.
The SentencePiece model is trained using the orig-
inal parallel corpus (IWSLT2017 corpus) follow-
ing (Sennrich et al., 2016a; Imamura et al., 2018).
The vocabulary size is 16k shared by the source
and target languages.

Prior to training, all 1-to-1 back-translation
models and 1-to-1 forward-translation models for
ja→en and en↔fr, we remove from the training
datasets sentence pairs in which the source or tar-
get sentence contains more than 64 tokens. We set
a larger limit of 128 in training the 1-to-1 forward-
translation model of en→ja since the Japanese
monolingual corpus DietCorpus has longer sen-
tences on average and the limit of 64 is too small
to cover an adequate proportion of sentence pairs

4https://www2.ninjal.ac.jp/lrc/index.
php

5https://www.statmt.org/europarl/
6http://www.statmt.org/moses/
7https://taku910.github.io/mecab/
8https://github.com/google/

sentencepiece
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# sentences avg. source length avg. target length

en→ja 1030k 31.9 39.7
ja→en 6493k 16.4 14.9
en→fr 2223k 26.8 30.0
fr→en 6493k 16.0 14.9

Table 2: Statistics of the target-side monolingual cor-
pora and their source-side counterparts obtained by
back-translation: the number of sentences in the origi-
nal corpora and the average length in the pseudo paral-
lel data used to train 1-to-1 models.

in the monolingual corpus. Prior to training 2-to-
X forward-translation models, we removed pairs
of concatenated sentences where the source or tar-
get contains more than 128 tokens except en→ja
forward-translation with the length limit of 200
for the same reason as above. The statistics of the
datasets we used to train 1-to-1 models are shown
in Table 1 and 2.9

NMT models For all NMT models, we adopted
Transformer (Vaswani et al., 2017) as the core
neural model architecture. We implemented it us-
ing Tensorflow10 verion 1.12.0. Both encoder and
decoder comprise 6 blocks, the dimension of the
embedding layers is 512 and the dimension of the
FFN layers is 2048. The source and target embed-
ding weights and the decoder pre-softmax weights
are all shared. Training is performed using Adam
optimizer (Kingma and Ba, 2015) with a learning
rate conditioned on the training steps following the
original Transformer. Each batch contains about
16384(= 1282) tokens, and hence the number of
sentences in a batch varies.

Back-translation For each language pair, back-
translation models are trained on IWSLT2017 cor-
pora. Monolingual data are back-translated by us-
ing 2-to-1 models with beam size of 5.

Forward-translation For each language pair,
we train 1-to-1, 2-to-1 and 2-to-2 models while
varying the size of pseudo parallel data used to
augment the original parallel data. We train ja→en
and fr→en models on 0k (none), 500k, 1000k,
2000k and 4000k pseudo data, en→ja models
on 0k (none), 500k and 1000k pseudo data, and
en→fr models on 0k (none), 500k, 1000k and

9Training of 2-to-X models is done using different subsets
of the whole pseudo parallel data (due to the different clean-
ing standards stated in this paragraph). Since the statistics of
the pseudo parallel data are almost identical, we provide here
the statistics of 1-to-1 as representative.

10https://www.tensorflow.org/

2000k pseudo data. At test time, we perform trans-
lation with beam size of 8.

Evaluation using BLEU We evaluate the trans-
lation quality of the forward-translation with
BLEU scores (Papineni et al., 2002), computed by
multi-bleu.perl in the Moses toolkit, after
decoding the subwords by SentencePiece.

Evaluation using specialized test sets Also, we
perform evaluation on en→fr and ja→en transla-
tion using an existing (Bawden et al., 2018) and a
newly-created specialized test sets for evaluating
context-aware NMT. These datasets are designed
to assess whether NMT models capture intersen-
tential contexts.

Both test sets consist of questions to be asked
to the model. In each question, given a source
sentence, source-side context, target-side context
and two translation candidates, models must deter-
mine which one of the two candidates is correct as
a translation for the source sentence on the basis
of the translation scores (in our experiments, we
compute translation scores from log-likelihood of
the sequences with length-normalization (Johnson
et al., 2017)). Both test sets are designed so that
sentence-level models always achieve 50% accu-
racy.

For en→fr 2-to-2 models,11 we exploit the ex-
isting discourse test sets tailored by Bawden et al.
(2018). The test set include coreference test set
and coherence/cohesion test set. The coreference
test set contains 200 questions, which require NMT

models to implicitly resolve anaphora to trans-
late anaphoric pronouns. The coherence/cohesion
test set contains 200 questions to test how well
NMT models maintain discourse-level consistency.
Note that this dataset was made on the basis of
OpenSubtitles2016 corpus (Lison and Tiedemann,
2016), and, in some questions, the context and the
main sentence form a dialogue; the domain does
not fully match that of our parallel corpus (TED
talks, monologue).

For ja→en models, following (Bawden et al.,
2018), we newly created a specialized test set.
Referring to (Nagata and Morishita, 2019), we
tailored test cases focusing on zero pronouns in
Japanese for the specialized test set as follows.12

First, we choose two contiguous sentences, as the

11We only evaluate 2-to-2 models because some questions
in the datasets require target-side contexts to answer.

12We developed a new ja→en test set since Nagata and
Morishita (2019) does not release their test set.
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# pseudo train en→ja / # train: 212k ja→en / # train: 211k en→fr / # train: 222k fr→en / # train: 222k
(# sent. pairs) 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2

0k 12.47 12.88 12.42 11.07 11.32 11.76 36.77 36.83 37.03 35.73 36.16 36.29
500k 12.32 12.79 12.54 11.92 12.68 13.04 38.08 38.05 38.16 37.22 37.07 37.37

1000k 11.98 11.99 12.28 12.03 12.80 13.20 38.11 37.63 38.55 37.11 37.20 37.90
2000k n/a n/a n/a 11.84 12.91 13.57 37.98 38.30 38.79 37.36 37.86 37.86
4000k n/a n/a n/a 12.14 13.06 13.51 n/a n/a n/a 37.47 37.44 38.01

Table 3: BLEU scores of the sentence-level and context-aware models with data augmentation: All the models are
trained on the original parallel corpora and the pseudo parallel data generated by back-translation, while varying
the size of pseudo training data from 0 (no pseudo training data) to 4000k.

Source
context: 父親は何か呟いていた。
sentece: どうも ドア の ほう に 向き なおっ て

いるらしい。
Target

context: My father murmured something.
correct: He seems to be turning towards the door.
incorrect: She seems to be turning towards the door.

Source
context: 母親は何か呟いていた。
sentence: どうも ドア の ほう に 向き なおっ て

いるらしい。
Target

context: My mother murmured something.
correct: She seems to be turning towards the door.
incorrect: He seems to be turning towards the door.

Figure 2: An example pair of questions in our ja→en
test set; the underlined pronouns refer to the boldfaced
nouns, and do not appear in the source Japanese sen-
tences (zero pronouns).

source sentence and its context, denoted by S and
Cs1 respectively, from a Japanese corpus, Keyaki
Treebank (Butler et al., 2018), and translate them
into English, which result in a correct translation
and the target-side context, denoted by T1 and Ct1 ,
respectively. Next, we write an incorrect trans-
lation T2 and source/target contexts Cs2,Ct2 with
which the incorrect translation could be correct.
Then, using these sentences, we make two ques-
tions:

Q1: given S,Cs1,Ct1,T1,T2, choose T1 or T2

Q2: given S,Cs2,Ct2,T1,T2, choose T1 or T2

For Q1 and Q2, the correct answer is T1 and T2,
respectively. By iterating this process, we made
100 questions. Note that sentence-level models
achieve exactly 50% accuracy on this test set. Un-
like the en→fr test set, all the questions are an-
swerable without seeing the target-side context.
Some of the created questions are shown in Fig-
ure 2.

5 Results and Analysis

In this section, we first report the impact of the
data augmentation on sentence-level and context-
aware NMTs (§ 5.1). We next investigate whether
the translation performance with the data augmen-
tation is affected by the type of translation system
used for back-translation: single-sentence NMT or
context-aware NMT (§ 5.2). We then confirm that
the data augmentation improves ja→en and en→fr
translation that requires contexts by using the two
discourse-oriented test sets (§ 5.3). We finally
show some translation examples (§ 5.4).

5.1 Impact of the size of pseudo training data

Table 3 lists the BLEU scores of sentence-level and
context-aware NMT models while varying the size
of pseudo parallel data. In what follows, we inter-
pret results in detail.

ja→en and en↔fr models A comparison
among 1-to-1, 2-to-1, and 2-to2 models provides
a certain trend; context-aware models (2-to-X) are
better than the sentence-level model (1-to-1), and
the target-side contexts contribute to the transla-
tion quality (2-to-1 vs. 2-to-2). The impact of
the pseudo parallel data is clear: adding pseudo
parallel data to a certain extent results in higher
BLEU scores; 2-to-X models achieve the best per-
formance with more pseudo data than 1-to-1 mod-
els. In other words, context-aware models with
auxiliary inputs benefit from more pseudo parallel
data, as we have expected; 2-to-2 models benefit
from the largest pseudo training data.

We additively obtained the gain in BLEU by us-
ing the pseudo parallel data in addition to using
contexts. This results in a large improvement in
BLEU scores: +2.50 (11.07 → 13.57) in ja→en,
+2.02 (36.77 → 38.79) in en→fr, and then +2.28
(35.73 → 38.01) in fr→en.
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pseudo train train dev test

en 14 / 27 / 45 13 / 20 / 32 14 / 23 / 35 13 / 20 / 31
ja 18 / 34 / 56 13 / 21 / 33 13 / 22 / 37 12 / 20 / 32

Table 4: The quartile of the number of tokens per sentence in each dataset: train, dev and test indicate the train,
dev, and test sets of IWSLT2017 corpus. The English portion of the pseudo train dataset is the translation of the
Japanese monolingual corpus, DietCorpus.

# pseudo 1-to-1 back-trans. 2-to-1 back-trans. 2-to-2 back-trans.
train 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2 1-to-1 2-to-1 2-to-2

0k 11.07 11.32 11.76 (same to the left)
500k 12.02 12.90 13.02 11.92 12.68 13.04 12.15 12.65 13.35

1000k 12.41 12.99 13.22 12.03 12.80 13.20 12.43 13.19 13.49
2000k 12.49 13.35 13.57 11.84 12.91 13.57 12.59 13.40 13.79
4000k 12.23 13.02 13.34 12.14 13.06 13.51 12.78 13.34 13.58

Table 5: The BLEU scores of ja→en context-aware models trained with pseudo parallel data generated by 1-to-1
and 2-to-2 back-translation: The scores of the models trained on pseudo data generated by 2-to-1 back-translation
are excerpted from Table 3.

en→ja models The additional data did not con-
tribute to the translation quality, which indicates
that the data augmentation using back-translation
was not effective. This is partly due to difficult
ja→en (back-)translation, and partly due to the
difference between the original and pseudo paral-
lel corpora. As shown in Table 4, there is clearly a
gap between the original and pseudo parallel cor-
pora in terms of the number of tokens per sentence.
In IWSLT2017 datasets, the average number of
tokens per sentence is almost equivalent between
English and Japanese while in the pseudo paral-
lel data English sentences are significantly shorter
than the Japanese counterparts. This implies that
some information has been lost in back-translating
the Japanese monolingual corpus into English, and
thus mismatches of the contents of the sentences in
the two languages are likely to occur.

5.2 1-to-1 vs. 2-to-1 back-translation

To confirm the effect of using context-aware mod-
els instead of sentence-level models for back-
translation, we additionally train ja→en models
using pseudo parallel data generated by 1-to-1 and
2-to-2 back-translation. We train 1-to-1, 2-to-
1, and 2-to-2 models on 500k, 1000k, 2000 and
4000k pseudo data. We conduct an evaluation us-
ing BLEU and the specialized test set we created
(reported later in § 5.3), and compare the results
with those trained on pseudo data generated by 2-
to-1 back-translation.

Table 5 shows the evaluation results in BLEU.
We observe comparable effect of the two back-

Coref. Coherence
/cohesion

Bawden et al. (2018) / # train: 29M
2-TO-2 (single-encoder best) 63.5 52.0
S-HIER-TO-2 (multi-encoder best) 72.5 57.0

2-to-2 (this paper) / # train: 222k
(# pseudo train) 0k 70.0 51.0

500k 76.5 51.5
1000k 78.0 52.5
2000k 78.5 52.5

Table 6: Results of 2-to-2 models on the en→fr spe-
cialized test sets (accuracy in %).

# pseudo 1-to-1 back-t. 2-to-1 back-t. 2-to-2 back-t.
train 2-to-1 2-to-2 2-to-1 2-to-2 2-to-1 2-to-2

0k 78 79 (same to the left)
500k 87 84 85 89 83 89

1000k 91 89 81 89 88 88
2000k 86 90 88 93 87 90
4000k 85 93 91 93 86 89

Table 7: Results of 2-to-X models on the ja→en spe-
cialized test sets (accuracy in %).

translation methods, 1-to-1 and 2-to-1, on the
forward-translation, whereas the 2-to-2 back-
translation results in slightly higher scores of the
forward-translation over the other two methods.

5.3 Evaluation of context-aware translation
using specialized test sets

Table 6 and 7 show results on the en→fr and
ja→en specialized test sets, respectively. In what
follows, we interpret results in detail.
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Source
context 彼女1 の 20代も困難なものでしたが Φ2 それ以前の人生はもっと困難に溢れて

いました
sentence Φ3 診察中何度も涙を流しましたが「家族は選べないけど友達は選べる」と

そのたびに言って気持ちを落ち着かせていました

Target
context and as hard as her1 20s were , her2 early life had been even harder .
sentence she3 often cried in our sessions, but then would collect herself by saying, “you can’t pick your

family, but you can pick your friends.”

1-to-1 I’ve had tears in my doctor’s office, and I’ve said, “I don’t have a family, but I’ve got a friend,” and
I calmed down every time.

1-to-1
+2M pseudo data

I cried a lot during my examination, but every time I said, “I can’t choose a family, but I can choose
a friend,” I said calmly.

2-to-2 during my diagnosis, I ran a lot of tears, and I said, “no family can choose,” but every time I said,
“I can choose a friend,” I kind of calmed down.

2-to-2
+2M pseudo data

she cried many times during her examination, but each time she said, “I can’t choose a family, but
I can choose a friend,” she said calmly.

Table 8: Example of translated sentences; zero pronoun Φ3 is successfully restored in by the 2-to-2 model trained
using 2M pseudo data. The corresponding pronouns in the source and target are modified with the same subscripts.

en→fr models Table 6 shows the results of 2-to-
2 models with the data augmentation and the best
performing models excerpted from (Bawden et al.,
2018). 2-TO-2 is a single-encoder model using
seq2seq (Bahdanau et al., 2015) instead of Trans-
former we have adopted, while S-HIER-TO-2 is a
multi-encoder model. These models are trained
from OpenSubtitles2016 corpus, which has 29M
sentence pairs in the same domain as the test set.

When trained on a larger pseudo parallel data,
2-to-2 models achieved a higher accuracy for both
coreference and coherence/cohesion datasets. Our
2-to-2 model trained using 2M pseudo parallel
data outperforms by 15.0% and 6.0% on the coref-
erence test set against the best-performing single
and multi-encoder models trained with 29M in-
domain parallel data. A possible explanation for
this is that the coreference test is less domain-
specific compared to the coherence/cohesion test
set. To answer a typical question in the corefer-
ence test set, models need to recognize the pro-
nouns in the source sentence, next find the an-
tecedents of them in the source/target contexts,
and then check if the gender agrees between them.
This process, in most cases, does not require deep
knowledge of the antecedent words because gen-
der of a French word tends to be identified by its
surface or the article and adjectives attached to it.
On the other hand, the coherence/cohesion test in-
cludes questions imposing domain-specific tasks
like lexical disambiguation, which require more
knowledge about particular words specific to the

domain. This explains the limited accuracy of
our models trained in the domain of IWSLT2017
and Europarl, in contrast to the multi-encoder
model S-HIER-TO-2 which is trained on OpenSub-
titles2016, the same domain as the test set, achiev-
ing larger improvement.

ja→en models Table 7 lists the results of
context-aware models. The models trained with
larger pseudo parallel data achieve higher accu-
racy, as we have observed in the en→fr test set.

5.4 Qualitative Analysis
Table 8 shows examples of ja→en translation
where the use of contexts and additional pseudo
training data help improve the translation quality.
Adding 2M pseudo data for training to the 1-to-
1 model makes the translation much more fluent
although the model cannot restore the correct pro-
noun “she.” On the other hand, 2-to-2 without ad-
ditional data cannot restore the correct pronoun ei-
ther, and its translation is as awkward as that of
the 1-to-1 model. By extending the sentence-level
model with contexts (from both source and target)
and adding pseudo data (2-to-2 + 2M pseudo train-
ing data), we obtain the best translation.

6 Related Work

Sennrich et al. (2016a) introduce a basic frame-
work to exploit monolingual data (data augmenta-
tion by back-translation) for NMT. Imamura et al.
(2018) show that back-translation using sampling
instead of beam search generates more diverse
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synthetic source sentences which are effective for
enhancing the encoder. Edunov et al. (2018) fur-
ther investigate the optimal back-translation pro-
cedure by comparing several methods such as
beam search, random sampling and adding filter
noise that randomly masks words in the synthetic
source sentences. They focus on back-translation
for sentence-level NMT whereas our interest lies in
back-translation for context-aware models.

Although we have used simple beam search
with the beam size of 5 for back-translation, those
randomized back-translation strategies, if adopted,
should strongly boost our baseline (sentence-level
translation), as reported in (Imamura et al., 2018).
These strategies can be applicable to the data aug-
mentation for context-aware NMT, and would also
improve the context-aware models’ ability to cap-
ture contexts because they, especially adding filler
noise (Edunov et al., 2018), produce source/target
pairs in which some useful information for disam-
biguation is lost and the models need to try to find
alternative hints in the context.

7 Conclusions

In this study, based on our hypothesis that the
performance of context-aware models is more
affected by the lack of the training data than
sentence-level NMT models, we investigated the
impact of large-scale parallel data on the trans-
lation quality of context-aware models. We con-
duct experiments of data augmentation based
on back-translation, on four language direc-
tions en→ja, ja→en, en→fr and fr→en using
IWSLT2017 datasets. The results of BLEU eval-
uation for ja→en and en→fr support our hypothe-
sis. Through evaluation using the existing en→fr
test set and our new ja→en test set, which are spe-
cialized in evaluating context-aware NMT models,
we demonstrate that pseudo parallel data enhance
context-aware NMT models in terms of the ability
to capture contextual information.

In the future, we plan to assess the effec-
tiveness of our approach on stronger baselines:
multi-encoder models and the randomized back-
translation strategies.
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Abstract

We present neural machine translation mod-
els for translating a sentence in a text by us-
ing a graph-based encoder which can consider
coreference relations provided within the text
explicitly. The graph-based encoder can dy-
namically encode the source text without at-
tending to all tokens in the text. In experi-
ments, our proposed models provide statisti-
cally significant improvement to the previous
approach of at most 0.9 points in the BLEU
score on the OpenSubtitle2018 English-to-
Japanese data set. Experimental results also
show that the graph-based encoder can handle
a longer text well, compared with the previous
approach.

1 Introduction

The quality of machine translators has re-
cently dramatically improved with Sequence-to-
Sequence (Seq2Seq) models (Bahdanau et al.,
2014). Most Seq2Seq models are used based on
the premise that each sentence is independently
translated one by one. In contrast to this premise,
real sentences are often an element of a larger unit,
such as a document. This means that a sentence
is not always semantically self-contained in itself.
To correctly interpret a sentence which is a part of
a document, it is important to consider its context,
preceding and/or succeeding sentences.

In order to tackle the problem, Seq2Seq mod-
els that can receive two sentences (Tiedemann
and Scherrer, 2017; Bawden et al., 2018; Voita
et al., 2018; Wang et al., 2017) have been uti-
lized. For capturing multiple-sentence informa-
tion more effectively, Miculicich et al. (2018);
Zhang et al. (2018) incorporated document-level
attention modules into Seq2Seq models. Sto-
janovski and Fraser (2018) proposed a Seq2Seq
model which can capture antecedents of pronouns

in the previous source sentence by using a coref-
erence resolution toolkit. To capture the entire
source text information, these models strongly de-
pend on attention distributions.

However, the space complexity of the attention
mechanism in the Seq2Seq model increases in pro-
portion to the square of the input sequence length,
because it tries to attend to all the words in the
source text. This characteristic prevents the model
from translating a long text. Furthermore, in trans-
lating into a pro-drop language such as Japanese,
longer contexts are required to generate accurate
and naturally concise sentences.

To avoid the problem, we propose a model
that can effectively capture contextual informa-
tion, preceding and succeeding sentences of the
source sentence to be translated, by constructing
an encoder that is based on explicit coreference
relations. The proposed model can directly take
into account relationships between sentences via a
graph structured encoder constructed with a coref-
erence resolution toolkit. Therefore, it does not
need to attend to all input tokens. This character-
istic enables our proposed model to handle more
sentences in a step, compared with the previous
models, and it may improve translation quality
when a source text has many sentences.

Experimental results on English-to-Japanese
translation pairs in OpenSubtitles2018 (Lison
et al., 2018) show that our proposed model can
significantly improve the previous model in terms
of BLEU scores. In addition, we observe that our
model is especially effective in translating a sen-
tence which is a part of a long text, compared to
the previous model.

2 Sequence-to-Sequence Model

In this section, we explain the standard Seq2Seq
model proposed by Bahdanau et al. (2014), which
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Figure 1: Network structure of the proposed model. Blue arrows indicate a forward hidden state merge operation
and green arrows indicate a backward hidden state merge operation. Both operations are based on a coreference
relation represented as red arrows. Attention distributions are calculated only on a currently translating sentence.

our proposed model is based on. We use LSTM
(Hochreiter and Schmidhuber, 1997) as recur-
rent neural network (RNN) structures in the en-
coder and the decoder. In the Seq2Seq model,
a probability of translating an input sentence
x = (x1, · · · , xTx) into an output sentence y =
(y1, · · · , yn) is represented as follows:

p (yi|y1, . . . , yi−1,x) = softmax(g (si, di)),

si = dec (si−1, emb(yi−1), di) ,

di =

Tx∑

j=1

a (si−1, hj)hj ,

ht = enc (emb(xt), ht−1, ht+1) ,

(1)

where i is the position of an output token, t is
the position of an input token, emb(·) is a func-
tion that returns the embedding of an input word,
g is a 2-layer feedforward neural network (FFNN),
dec is a decoder forward-LSTM, enc is an encoder
bidirectional-LSTM (Bi-LSTM), and a is a dot at-
tention (Luong et al., 2015) for calculating the at-
tention weight.

3 Graph-based Encoder with
Coreference Relations

Our proposed model can encode not only the sen-
tence to be translated but also its preceding and
succeeding sentences together, based on the re-
sults of coreference resolution. Therefore, infor-
mation about sentence relationships can be effec-
tively utilized. Figure1 shows the network struc-
ture of our proposed model. At first, input sen-
tences are analyzed by using a coreference resolu-
tion system. After that, the encoder part is struc-
tured based on the coreference resolution results,
and the input text is encoded into hidden states.
Then, the hidden states are converted to a trans-
lated text via attention distributions and the de-
coder. During the translation, the attention distri-

butions are only calculated for the currently trans-
lated sentence. In the next subsections, we explain
the details of each step. We denote a sequence of
N sentences as (X1, · · · , XN ), and j-th word in
Xi as xij hereafter.

3.1 Coreference Resolution
Multiple sentences in a source text (X1, · · · , XN )
are concatenated and then input to a coreference
resolution system. We use NeuralCoref1 as the
coreference resolution system. Let the length of
Xi be Ti. The concatenated token sequence is rep-
resented as:

(x11, · · · , x1T1
, x21, · · · , x2T2

, · · · , xN1 , · · · , xNTN
). (2)

The coreference resolution system extracts Nc

clusters of coreferring mentions (c1, · · · , cNc),
which are defined as:

ck = (maink, subk), (3)

where maink is a span of the representative men-
tion in a cluster of coreferring mentions, and subk
is a span of another mention in the cluster.2 In gen-
eral, because many mentions are in a single clus-
ter, the same maink is sometimes paired to differ-
ent mentions.

To use coreference relations in our graph-based
encoder, we need to consider word-based coref-
erence relations. Let head(·) be a function that
returns the first word of an input span and tail(·)
be a function that returns the last word of the input
span. When xij refers to xi

′
j′ , x

i
j and xi

′
j′ satisfy the

following conditions:

xi
′
j′ = tail(maink),

xij = head(subk).
(4)

1https://github.com/huggingface/neuralcoref. This code
is based on the work by Clark and Manning (2016).

2 We treat a nominal noun which is the antecedent of a
pronoun or a proper noun as a representative mention.
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I have two daughters . They are · · ·
main1 sub1

head(sub1)tail(main1)refers to a word

refers to a span

Figure 2: An example of a word-based coreference re-
lation.

Figure 2 shows an example of a word-based coref-
erence relation.

Furthermore, we denote a set of words which
are referred by word xij as ref(xij). Because the
number of words referred by a word is at most one,
the number of elements in ref(xij) is either 1 or
0. ref(xij) can be divided into either anaphora,
reff (x

i
j), or cataphora, refb(xij), as follows:

reff (x
i
j)= {(i′, j′)∈ref(xij)|i′<i ∨ (i′ = i ∧ j′<j)},

refb(x
i
j)= {(i′, j′)∈ref(xij)|i′>i ∨ (i′ = i ∧ j′>j)},

(5)

where (i′, j′) ∈ ref(xij) represents a reference
from xij to xi

′
j′ . The reff and refb are used to

decide the network structure of the encoder part in
the proposed model.

3.2 Graph-based Encoder
In this section, we explain how to use the co-
reference relations in the encoder. Similar to the
standard Seq2Seq model, the encoder of the pro-
posed model is based on Bi-LSTM. For each input
sentence Xi = (xi1, · · · ), the forward encoder cal-
culates the current hidden state

−→
h i

t at the position
of a word xit as follows:

−→
h i

t =
−−−−→
LSTM

(
emb(xit),m(

−→
h i

t−1, reff (x
i
t))
)
, (6)

where
−→
h i

t−1 is the previous hidden state, reff (xit)
is a set of words which are referred by xit and
m(·, ·) is a function which merges hidden state
vectors. In this paper, we propose the following
two functions as m(·, ·):
Coref-mean treats averaged hidden state vectors
as the merged vector, as follows:

m(
−→
h i

t−1, reff (x
i
t)) =

1

|reff (xit)|+ 1
(
−→
h i

t−1 +
∑

(i′,j′)∈reff (xi
t)

−→
h i′

j′). (7)

Coref-gate treats weighted sum of the hidden state
vectors as the merged vector, as follows:

m(
−→
h i

t−1, reff (x
i
t)) =

−→
h i

t−1 +
∑

(i′,j′)∈reff (xi
t)

βi
′
j′ �
−→
h i′

j′ , (8)

where � represents the element product for each
dimension and βi

′
j′ represents the importance of

−→
h i′

j′ . β
i′
j′ is calculated as follows:

βi
′
j′ = sigmoid(Wt

−→
h i′

j′ +Ws
−→
h i

t−1), (9)

where Wt and Ws are weight matrices.
The backward encoding is similarly processed

by replacing reff with refb. Finally, the forward
and backward hidden states are concatenated to
hit = [

−→
h i

t;
←−
h i

t] for each t. After that, hit is used
for translation, in place of ht in equation (1), with
attending only to the target sentence to be trans-
lated.

4 Experiments

4.1 Experimental Setting

We evaluated the proposed models on the English-
to-Japanese translation data set in OpenSubti-
tles2018 (Lison et al., 2018). We cut out consec-
utive n (= 1, 2, 3, 5, 7) sentences from the orig-
inal data set as a unit. After that, we randomly
selected 2000 units as test data, and the remaining
about 1.87 million units were used as training data.
All Japanese texts were tokenized by MeCab3 with
NEologd (Sato et al., 2017).

We set the vocabulary size for both source and
target sides as 32,000. Both the encoder and
the decoder were composed of 2-layer LSTMs.
The dimension size of word embeddings for both
source and target sides was set to 500. The dimen-
sion size of the encoder LSTM layers, the decoder
LSTM layers, and an attention layer were set to
500, 1000, and 500, respectively. Initial values for
weights were randomly sampled from a uniform
distribution within the range of -1 to 1 (Glorot and
Bengio, 2010).

Adam (Kingma and Ba, 2014) was used to up-
date weight parameters, and the learning rate was
set to 0.001. Learning was carried out for 200,000
steps for the entire training data. The mini-batch
size was set to 32, and the gradients were averaged
by the number of examples in each mini-batch.
The order of mini-batches was randomly shuffled
at the start of the training. Pytorch was used to
implement the models. All models were run on a
single GPU NVIDIA Tesla P1004 independently.

We changed the number of input sentences, n,
in the range of {1, 2, 3, 5, 7} to observe the rela-
tionships between translation quality and the num-
ber of input sentences. We input a sentence to be

3http://taku910.github.io/mecab/
4This device has a 16GB memory.
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Number of sentences (n)

1 2 3 5 7

Cor-m 7.84 8.06 8.33 8.65 8.68
Cor-g 7.96 8.46 8.60 8.75 8.79
Cor-g-c - - 8.58 8.73 8.70

Concat 7.69 7.90 7.91 7.81 ×

Table 1: BLEU scores for each model. The bold indi-
cates the best score. The underlined indicates that these
scores are statistically significantly improved from the
score of the baseline Concat at the same setting (p <
0.05). × represents that the model did not run due to
the shortage of GPU memories.

n = 1 n = 2 n = 3 n = 5 n = 7

12.8% 13.2% 13.8% 14.6% 15.4%

Table 2: The percentage of sentences containing coref-
erences in the test set.

translated and n− 1 sentences that precede the in-
put sentence.

As a baseline model, we used a method concate-
nating multiple input sentences and generating a
single sentence, proposed by Bawden et al. (2018)
(Concat)5. We compared our proposed mod-
els, Coref-mean (Cor-m) and Coref-gate (Cor-g),
with the baseline. In order to evaluate the ef-
fectiveness of succeeding sentences, we also ex-
perimented with the cases of inputting the same
number of preceding and succeeding sentences for
the target sentence to be translated at the center,
for Cor-g. We denote this setting as Coref-gate-
centered (Cor-g-c). The number of weight param-
eters for each model is 111,057k for the baseline
and Cor-m, and 111,558k for Cor-g.

We used BLEU scores (Papineni et al., 2002)
to evaluate the translation performance for each
model. All reported BLEU scores in the experi-
ments are averages for three times and are based
on MeCab tokenization. Significance tests were
conducted by paired bootstrap resampling (Koehn,
2004) with multevel (Clark et al., 2011)6.

5In our preliminary comparison, there are no statistically
significant differences in translation performances between
Concat and the method of inputting and outputting concate-
nated multiple sentences, also proposed by Bawden et al.
(2018). From the computational efficiency perspective, there-
fore, we chose Concat as our baseline.

6https://github.com/jhclark/multeval
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Figure 3: The ratio of token numbers in generated
translations to those in reference translations.
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Figure 4: The ratio of token types in generated transla-
tions to those in reference translations.

4.2 Results and Analysis
Table 1 shows the results7. In this table, we can
observe that our proposed models, Cor-m and
Cor-g, outperformed the baseline Concat in terms
of BLEU scores at every unit length. Interestingly,
at the setting of n = 1, Cor-g also outperformed
Concat. As shown in Table 2, this is because
our proposed models can also use inter-sentential
coreference information for translation. In the set-
ting of n = 2, all the results improved from those
for n = 1. This is consistent to the reported results
in Bawden et al. (2018). In the setting of n > 2,
improvement of BLEU scores for Concat stopped
at n = 3, in contrast to the proposed models. This
indicates that the proposed model can handle more
sentences well by using their graph-based encoder
and provided coreference information.

The scores for Cor-g is always better than those
for Cor-m. From this result, we can say that the
gating mechanism in Cor-g works well. In ad-
dition, as shown in Figure 3, the translation of
Cor-g has a closer token length to the reference,
while Concat and Cor-m encounter severe under-
generation problems. The results in Figure 4 show
that in n > 2, Cor-g can maintain word coher-
ence without increasing word types in generated
sentences. Taking into account the gain of the
BLEU scores, these results support our estimation
that Cor-g can capture contexts well, compared to
Cor-m and Concat.

However, the scores for Cor-g-c degraded com-
pared to Cor-g at the same sentence numbers. This
result reflects a tendency that most coreferences

7These results are close to the reported BLEU scores of
the Ja-En caption translations in Pryzant et al. (2018)
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are anaphora, and cataphora is rarely observed in
the test set. Ignoring the succeeding sentences,
Cor-g-c at n = 3, 5, 7 is similar to the setting of
Cor-g with n = 2, 3, 4. Interestingly, Cor-g-c at
n = 3, 5 achieved better BLEU scores, compared
to Cor-g with n = 2, 3. This indicates that cat-
aphora information is also useful to translate many
sentences in a text.

5 Conclusion

In this paper, we proposed a Seq2Seq model that
can incorporate information in preceding and suc-
ceeding sentences of the translating sentence ef-
fectively, by taking into account provided coref-
erence relations explicitly. Experimental results
showed that the proposed models can improve
the translation quality in the setting of inputting
multiple sentences jointly, compared to the pre-
vious model. From these results, we could con-
clude that considering explicit coreference rela-
tions in the Seq2Seq model actually contributes
to improve the performances on the English-to-
Japanese translation.
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Abstract
In this paper, we investigate how different as-
pects of discourse context affect the perfor-
mance of recent neural MT systems. We
describe two popular datasets covering news
and movie subtitles and we provide a thor-
ough analysis of the distribution of various
document-level features in their domains. Fur-
thermore, we train a set of context-aware MT
models on both datasets and propose a com-
parative evaluation scheme that contrasts co-
herent context with artificially scrambled doc-
uments and absent context, arguing that the
impact of discourse-aware MT models will be-
come visible in this way. Our results show
that the models are indeed affected by the ma-
nipulation of the test data, providing a differ-
ent view on document-level translation quality
than absolute sentence-level scores.

1 Introduction

Shortly after the change of paradigm in Machine
Translation (MT) from statistical to neural ar-
chitectures, the interest in discourse phenomena
flourished again. This is not by chance, as neu-
ral models can embed larger text spans into con-
textual representations and can be set up to learn
relevant features from the raw data to produce bet-
ter translations.

It is still unclear though how the impact of dis-
course on MT quality should be evaluated and an-
alyzed. On one side, it is difficult to pinpoint par-
ticular contextual features that neural MT (NMT)
models are picking up. On the other, it is difficult
to judge good translations purely in terms of dis-
course features. In this paper, we investigate the
discourse-related biases in data. Our contributions
are twofold:

• we provide a thorough analysis of two pop-
ular machine translation datasets in terms of
document-level features,

• we train different context-aware MT mod-
els (Tiedemann and Scherrer, 2017; Agrawal
et al., 2018; Maruf et al., 2019; Junczys-
Dowmunt, 2019) on the two datasets and
evaluate them using a comparative setup with
artificially scrambled data.

As discourse properties of the data, we con-
sider pronouns and coreference chains, connec-
tives, and negation. For the evaluation of trans-
lation quality and the influence of document-level
context, we contrast context-aware models at test
time with (1) clean coherent text, (2) incoherent
input and (3) zero-context input.1 For the second
type, we scramble sentences and insert document
boundaries at arbitrary positions in the test data.
For the third approach, we add document bound-
aries after each test instance. This setup provides
a cheap way of testing the influence of contextual
information on translation performance that can be
measured in common ways, for example, facilitat-
ing automatic evaluation metrics such as BLEU or
METEOR.

2 Related work

2.1 Discourse

Research about discourse and MT has shifted
from explicitly enhancing systems with discourse
knowledge to evaluating how much the systems
have learned specific discourse features through
different resources, test suites being a popular
one (cf. Sim Smith, 2017; Popescu-Belis, 2019).
Throughout, however, particular discourse phe-
nomena are consistently targeted, as they are in-
deed indicators of globally good, cohesive and
coherent texts. Pronouns (Hardmeier and Fed-
erico, 2010; Guillou, 2012; Hardmeier et al., 2013;

1Context here refers to text outside of the sentence to be
translated.
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Guillou and Hardmeier, 2016; Müller et al., 2018;
Guillou et al., 2018) have been largely at the cen-
ter of attention, and more recently the transla-
tion of pronouns in the context of their coref-
erential chains has been looked at (Lapshinova-
Koltunski and Hardmeier, 2017; Voita et al., 2018;
Lapshinova-Koltunski et al., 2019). Other de-
vices studied are verbal tenses (Gong et al., 2012;
Loáiciga et al., 2014; Ramm and Fraser, 2016)
and connectives (Meyer et al., 2012; Meyer and
Popescu-Belis, 2012), although not using neural
models. Motivated by approximating the ability of
systems to grasp more abstract properties related
to coherence, ambiguous words have also been tar-
geted (Rios Gonzales et al., 2017; Bawden et al.,
2018; Rios et al., 2018), as well as ellipsis (Voita
et al., 2019). Last, negation (Fancellu and Web-
ber, 2015) is a rather understudied phenomenon,
but like pronouns and their antecedents, the scope
of the negation can be in a different sentence.

In this paper we investigate these features in the
training data and assess translation using standard
automatic metrics and a data scrambling strategy.

2.2 Context-aware NMT

Tiedemann and Scherrer (2017) present a simple
approach to context-aware NMT: instead of train-
ing the model on pairs of single source and tar-
get sentences, they add sentences from the left
context to the sentence to be translated, either
only on the source side or both on source and
target sides. These models are evaluated on a
German–English corpus extracted from OpenSub-
titles, and the best results are obtained with two
source sentences and one target sentence. Agrawal
et al. (2018) extend these experiments by consider-
ing additional contexts. They evaluate their work
on the IWSLT 2017 dataset for English–Italian,
which consists of transcripts of TED talks.

In 2019, the WMT conference featured for the
first time a document-level translation task for
English–German (Barrault et al., 2019). One of
the best-performing systems (Junczys-Dowmunt,
2019) is based on a similar idea: all sentences of
a document are concatenated and translated as a
whole. Documents whose length exceeds the max-
imum sequence length defined by the model are
simply split.

The approaches outlined above, which we re-
fer to as “concatenation models”, do not require
any change to the NMT model architecture. Other

recent work explores the feasability of extending
NMT models to make them context-aware. A
common approach is to use additional encoders for
the context sentence(s) with a modified attention
mechanism (Jean et al., 2017; Bawden et al., 2018;
Voita et al., 2018). Another technique (Miculicich
et al., 2018; Maruf et al., 2019) explores the inte-
gration of context through a hierarchical architec-
ture which models the contextual information in a
structured manner using word-level and sentence-
level abstractions.

The different models have been evaluated on
different language pairs and different datasets. In
this paper, we focus on a single language pair,
English–German (in both directions), and on two
textual domains: news translation and movie sub-
titles translation. For the news translation task (de-
noted as WMT) we rely on the established setup
of WMT 20192 with the Newstest2018 data as our
dedicated test set. For the movie subtitles (referred
to as OST), we use data from the OpenSubtitles
corpus released on OPUS3 with our own split into
training, development and test data. More details
about the data and our setup will be given in the
following section.

3 Two datasets for English–German
document-level translation

Different text genres and types exhibit different
types of discourse-level properties. The choice of
training corpus therefore determines what features
a NMT model can potentially learn, and the choice
of test corpus determines which features can be
reliably evaluated. Our experiments are based on
two datasets that cover the same language pair, but
very different textual characteristics.

The OST dataset is built from the English–
German part of the publicly available OpenSub-
titles2016 corpus (Lison and Tiedemann, 2016).
Of the 16,910 movies and TV series in the col-
lection, 16,510 are used for training, and 4 each
are held out for development and testing purposes.
Each movie is considered a single document. It
corresponds to the dataset used in Tiedemann and
Scherrer (2017). General properties of this dataset
can be found in Table 1.

The WMT dataset comprises the subset of cor-
pora allowed at the WMT 2019 news translation

2See http://www.statmt.org/wmt19/
translation-task.html.

3http://opus.nlpl.eu/
OpenSubtitles2016.php
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Corpus Documents Sentences Sents/Doc Tokens DE Tokens EN Tokens/Sent

OST Train 16,510 13,544k 820 104,447k 111,729k 8.0
OST Valid 4 5k 1249 41k 43k 8.4
OST Test 4 5k 1249 38k 47k 8.4

WMT Train 583,358 12,690k 22 259,384k 276,401k 21.1
WMT Valid 236 5k 22 106k 111k 21.1
WMT Test 122 3k 25 64k 68k 21.9

Table 1: General characteristics of the two datasets. Tokens/Sent values are averaged over the DE and EN tokens.

task which contains document boundaries. The
training set includes parallel data from the Eu-
roparl v9, NewsCommentary v14, and Rapid2019
collections. We select the Newstest2015 and
Newstest2016 corpora as our validation set and the
Newstest2018 corpus as our test set. General prop-
erties of this dataset can be found in Table 1.

Table 1 shows that the two datasets are com-
parable in terms of sentence numbers.4 However,
the documents in OST are up to 50 times larger
than those in WMT (cf. column Sents/Doc). On
the other hand, WMT sentences are more than
twice as long than OST sentences (cf. column To-
kens/Sent), which is in line with our expectations.

A third dataset based on transcripts of TED
talks (Cettolo et al., 2012), has also been used for
document-level translation (Agrawal et al., 2018).
We do not consider this dataset for training due to
its smaller size, but use the PROTEST test suite,
which is based on this corpus, for evaluation (Guil-
lou and Hardmeier, 2016; Guillou et al., 2018).

3.1 Discourse-level properties
In recent literature, various linguistic features have
been identified to contribute to document-level co-
herence and cohesion. In this section, we assess
the two datasets in order to estimate their suitabil-
ity and difficulty for document-level translation.
We investigate the following phenomena:

Pronouns: We first extract a list of pronouns
per language by tagging the training corpora with
SpaCy5, extracting the tokens labeled as PRON
and manually cleaning the resulting list (cf. Ta-
ble 7). Then, the frequency of pronouns is com-
puted independently for English and German.

The results in Table 2 show that about ev-
ery 10th word of the OST corpus is a pronoun,

4By sentences, we mean the lines obtained by the sentence
alignment process.

5spacy.io

whereas pronouns are three to four times rarer in
the WMT corpus.6 This divergence is to be ex-
pected, as OST consists mainly of dialogues.

Not all pronouns are intrinsically hard to trans-
late. Therefore, we also examine how many am-
biguous pronouns occur in the corpora. To this
end, the English and German corpora are word-
aligned using Eflomal (Östling and Tiedemann,
2016) and for each source pronoun (as defined in
the list extracted previously), the target pronouns
are retrieved. If this list contains at least two words
totalling each at least 10% of occurrences, we con-
sider the source pronoun as ambiguous (cf. Ta-
ble 7). This feature is computed separately for
both translation directions.

On average, about half of the pronoun occur-
rences are ambiguous, with most ambiguities con-
cerning case (e.g. me translating both to accusative
mich and dative mir). The English pronouns in the
OST dataset deviate from this tendency, mainly
because of the prevalence of you: this pronoun is
ambiguous both in terms of number and politeness
and can be translated as du, ihr, or Sie (see also
Sennrich et al., 2016).

Connectives: As part of their Accuracy of Con-
nective Translation metric, Hajlaoui and Popescu-
Belis (2013) provide a list of eight ambiguous En-
glish connectives and their German translations.
We count the number of sentence pairs that contain
both an English connective and one of its German
translations, regardless of its associated sense.

Ambiguous connectives show an inverse fre-
quency distribution compared to pronouns: they
are about ten times as frequent in WMT than in
OST. This divergence can again be attributed to
genre differences.

6The numbers for German are higher because the pronoun
list contains more relative and demonstrative pronouns than
the English one, as a result of annotation differences in the
SpaCy training corpora.
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Corpus Pronouns Ambiguous Ambiguous Negations Negation Coreference Cross-sent.
pronouns connectives discrep. chains pron. coref.

DE EN DE EN DE–EN DE EN DE–EN DE EN DE EN

OST Train 106.0 97.0 44.1 71.1 5.0 151.6 162.8 57.1 290.5 148.3 67.2 44.5
OST Valid 104.7 92.7 49.9 73.0 6.2 165.5 171.5 65.6 346.1 167.5 70.2 46.4
OST Test 101.1 99.3 53.0 69.7 5.8 148.9 191.9 75.0 292.5 178.8 66.8 46.9

WMT Train 36.1 20.0 20.1 13.5 60.2 176.1 176.2 19.6 670.3 495.3 91.9 80.6
WMT Valid 44.2 29.6 24.6 20.8 62.5 182.1 177.2 23.8 693.5 544.2 111.5 97.6
WMT Test 44.0 25.8 25.9 20.0 58.3 167.4 169.1 18.3 726.8 535.0 115.4 99.7

per thousand tokens per thousand lines

Table 2: Discourse-level features in the OST and WMT datasets. Coreference values were computed on a subset
of the training corpora.

Negations: We establish a list of sentential and
nominal negation words for both languages (cf.
Table 7) and count the number of sentences that
contain at least one negation word. We also
count negation discrepancies, i.e. aligned sen-
tence pairs where a negation was identified in one
language but not in the other.

While the overall frequencies of negations are
similar in both corpora, there are significantly
more discrepancies in the OST dataset. These can
be ascribed to two factors: free translation (a nega-
tion can be paraphrased with expressions such as
fail to, doubt if, etc.), and sentence alignment er-
rors.

Coreference chains: We assume that a large
amount of pronouns, connectives and negations do
not require access to large contexts for their cor-
rect translation, either because they are unambigu-
ous or because the current sentence is sufficient
for their disambiguation. To corroborate this as-
sumption, we annotate the English corpora with
the Stanford CoreNLP coreference resolver (Man-
ning et al., 2014; Clark and Manning, 2016) and
the German corpora with the CorZu coreference
resolver (Tuggener, 2016).7

We first report the numbers of coreference
chains identified by the resolvers. These num-
bers are hard to compare across languages due to
different performance levels of the two resolvers,
and translationese factors such as explicitation.
However, they confirm the intuition that news text
contains more referring entities than movie dia-
logues.8

7Due to slow performance, we could only analyze 13%
of the English OST, 5% of the English WMT and 5% of the
German WMT training sets. We nevertheless believe that the
reported proportions are representative of the entire dataset.

8Note also that the WMT dataset may benefit from higher

Second, we count cross-sentential pronominal
coreference chains, i.e. chains that span at least
two sentences, contain at least one third-person
pronoun and at least two different mention strings.
The results suggest that about every 10th line of
the WMT dataset and about every 20th line of
the OST dataset contains a pronoun that requires
access to the context for its correct translation.
Given the overall training data sizes, NMT mod-
els should thus be able to pick up this signal.

Overall, the examined discourse-level features
show consistent patterns across the training, vali-
dation and test sets. This was not necessarily ex-
pected for the WMT corpus, whose training set
stems from a wide variety of sources.9

Three other discourse-level features could have
been analyzed as well: We did not include ver-
bal tenses, as we do not expect them to be par-
ticularly problematic for the German–English lan-
guage pair. Likewise, we did not include mea-
sures for lexical consistency (Carpuat and Simard,
2012), as this was already reported to be handled
well in SMT. Finally, we did not include ellipsis
(Voita et al., 2019) as we found it difficult to de-
tect and not very relevant for German.

4 Context-aware MT models

In this paper, our main focus lies on concatena-
tion models as one of the most straightforward and
successful approaches to document-level NMT.
We train various concatenation models on both
datasets and for both translation directions in or-
der to perform a systematic study on this setup.

recall as the coreference resolution pipelines are typically
trained on newswire data.

9For the MT training, we shuffle the datasets keeping doc-
uments and document boundaries intact.
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Inspired by Agrawal et al. (2018), we name the
configurations according to the following schema:

iPrev + Curr + jNext →→ kPrev + Curr

where i denotes the number of previous sentences
on the source side, j the number of following sen-
tences on the source side, and k the number of pre-
vious sentences on the target side. In all models,
only the current sentence is evaluated. The follow-
ing configurations are tested:

• Curr→ Curr (baseline)

• 1Prev + Curr→ Curr

• 1Prev + Curr + 1Next→ Curr

• 2Prev + Curr→ Curr

• 1Prev + Curr→ 1Prev + Curr

• 1Prev + Curr + 1Next→ 1Prev + Curr

Several discourse-level properties, among
which most prominently pronoun gender, also
depend on the previously generated output in the
target language. Therefore, we also include an
oracle variant where we the reference translation
of the previous sentence (instead of its source) is
fed to the system:

• 1PrevTarget + Curr→ Curr

Furthermore, we also train fixed window mod-
els as in Junczys-Dowmunt (2019):

• 100T → 100T: A model that sees chunks of
at most 100 tokens (after subword encoding)
on either source and target side.

• 250T → 250T: A model that sees chunks of
at most 250 tokens (after subword encoding)
on either source and target side.

Note that these chunks are not produced using a
sliding window but rather break documents at ar-
bitrary positions unless they are less than the max-
imum size in length. We adopt the same annota-
tion scheme as proposed in the original approach,
marking segment and document boundaries with
special symbols for document-internal breaks and
continuations. We never break sentences from the
original alignment into pieces, which would neg-
atively affect the model and complicate the align-
ment of training examples.

The chosen chunk lengths seem very small, es-
pecially when considering subword units. Ta-
ble 3 lists some basic statistics that demonstrate

Window size Chunks Sents/chunk

OST training data:
100 tokens 1 282 985 10.6
250 tokens 496 207 27.3

WMT training data:
100 tokens 4 286 535 3.0
250 tokens 1 729 601 7.3

Table 3: Basic statistics of fixed-size windows data.

the effect of the chunking approach. We can see
that even 100-token windows create reasonably
large units that combine context beyond sentence
boundaries. For the WMT dataset with larger sen-
tences, we observe an average of almost 3 joined
segments per chunk. For the subtitle data, the sit-
uation is much more extreme: most segments are
very short and a 100-token window corresponds to
about 10 segments. Hence, this approach yields
a substantial increase of contextual information
compared to the baseline.

Junczys-Dowmunt (2019) suggested to use even
larger chunks, but that did not seem to work well
in our current settings. Already the second model
with a maximum of 250 tokens did not converge to
any reasonable result when trained from scratch.
We tried to address this problem by initialising the
larger model with a pre-trained 100-token model
but this approach did not lead to satisfactory re-
sults either. Therefore, we exclude all models
larger than 100 tokens from our discussions below.

All models are based on the standard Trans-
former architecture and were trained with Mari-
anNMT (Junczys-Dowmunt et al., 2018). For the
WMT EN→DE models, we added 10.3M lines
of backtranslations. These backtranslations con-
sisted of German news documents (News2018)
translated to English with a sentence-level model;
document boundaries were kept intact. We did
not include backtranslations for the opposite trans-
lation direction to investigate their impact on
discourse-level translation.

Our experiments with recently proposed hi-
erarchical attention networks for document-level
NMT, in particular Miculicich et al. (2018) and
Maruf et al. (2019), either underperformed or
could not cope with the data sizes and document
lengths of our training sets. For comparison,
we nevertheless report results of a selective at-
tention (Maruf et al., 2019) model for the WMT
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EN→DE task. This model has to be trained in a
two-step procedure: (1) a standard sentence-level
model is trained on all the training data and, (2)
a document-level model is trained on top of the
sentence-level model that adds the inter-sentential
information from the surrounding context using
the attentive connections of the extended network.
We focused on source-side attention for the wider
context and did not explore further setups due to
computational costs and unsatisfactory baseline
results. Otherwise, we use the standard settings
recommended in the released software.

5 Evaluation

Each system is evaluated on the respective test set
using the BLEU (Papineni et al., 2002) and ME-
TEOR (Denkowski and Lavie, 2014) metrics. In
particular, we evaluate each of them on three vari-
ants of the test set:

Consistent context: the context sentences of the
test set are appended in their natural order, as
they appear in the data.

Inconsistent context: the test set is shuffled such
that the context sentences are random.

No context: each sentence of the test set is con-
sidered its own document, so no contextual
information is made available.

This setup allows us to check whether observed
improvements are due to the additional context or
to other factors.10 A good context-aware system
should perform best with consistent context and
worst with inconsistent context.

Note that the concatenation models need some
special treatment at test time. The sliding window
approaches need to be post-processed in order to
remove non-relevant parts of the translation in all
cases where we train models with extended tar-
get language content. For simplicity, we rely on
the segment separation tokens that are produced in
translation similar to the ones seen during training.
We have found this approach to be very robust, in
the sense that the models reliably learn to place
them at appropriate positions.

For the non-sliding window approaches with
fixed maximum size, sentence splitting is not as

10For example, the 1Prev + Curr → Curr system sees each
source sentence twice as often as the Curr → Curr system,
which might affect general model performance without nec-
essarily improving context awareness.

straightforward and requires some additional treat-
ment. Segments are also separated by separation
tokens but we realized that they do not necessar-
ily match with the segment boundaries in the ref-
erence data even though the original paper sug-
gests that this should be rather stable (Junczys-
Dowmunt, 2019). This is especially fatal if the
number of segments does not match. Therefore,
we apply standard sentence alignment based on
length-correlation and lexical matches using hun-
align (Varga et al., 2005) to link the system output
to the reference translations. The reported results
from the fixed-size models are based on this ap-
proach.

5.1 Generic translation metrics

We report BLEU and METEOR scores for all our
experiments in Tables 4 and 5. The results and
significance tests were computed using MultEval
(Clark et al., 2011).

By and large, the concatenation models are
able to exploit contextual information: BLEU
as well as METEOR scores decrease by statis-
tically significant amounts if the context is in-
consistent or absent. However, it is difficult to
distinguish a winning configuration. In particu-
lar, the system that obtains the highest absolute
scores is not necessarily the one that learns most
from contextual information. The 1Prev+Curr
→ 1Prev+Curr system obtains the highest abso-
lute scores among sliding window systems in all
four tasks, but is not particularly affected by con-
text inconsistencies. On the other hand, the sys-
tem using target-language data is most perturbed
when context is inconsistent or absent, at least for
the OST dataset.11 It seems therefore that target-
language context is as least as important as source-
language context. Comparative numbers on the
WMT dataset are all very similar, making it hard
to draw conclusions.

The 100T fixed-window models perform com-
petitively in terms of absolute scores, compared to
the sliding window approaches, despite the align-
ment problems mentioned above.12 The compar-

11Note however that we feed the reference instead of the
system output at test time for efficiency reasons. Therefore,
the numbers cannot be directly compared directly with the
other systems, which do not have access to this oracle-type
information.

12Due to realignment, the number of sentences in the test
set varies slightly, which prevents us from computing sig-
nificance scores. Therefore, the absence of the significance
marker * on the 100T → 100T result lines does not mean that
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Dataset: OST EN→ DE WMT EN→ DE

Context: Consistent Incons. (∆) None (∆) Consistent Incons. (∆) None (∆)

System B M B M B M B M B M B M

Curr→ Curr (baseline) 21.7 42.6 0.0 0.0 0.0 0.0 39.3 56.9 0.0 0.0 0.0 0.0
1Prev+Curr→ Curr 20.9 41.6 -0.3* -0.5* -0.2 -0.2 37.6 55.3 -0.5* -0.3* -0.2 -0.4*
1Prev+Curr+1Next→ Curr 20.1 40.8 -1.0* -1.2* -0.6* -0.5* 34.7 52.3 -0.4* -0.4* -0.5* -0.4*
2Prev+Curr→ Curr 20.3 40.4 -0.6* -0.8* -0.8* -0.4* 34.9 53.1 -0.3* -0.3* -0.4* -0.4*
1Prev+Curr→ 1Prev+Curr 22.5 43.2 -0.7* -0.7* -0.3* -0.5* 39.6 57.3 -0.5* -0.4* -0.2 -0.3*
1Prev+Curr+1Next→ 1Prev+Curr 21.5 42.8 -0.5* -1.0* -0.1 -0.6* 38.5 56.0 -0.8* -0.6* -0.6* -0.6*

1PrevTarget+Curr→ Curr 22.0 42.5 -1.4* -1.5* -1.3* -1.3* 37.7 55.6 -0.4* -0.3* -0.7* -0.7*

100T→ 100T 22.9 44.4 -1.9 -1.9 -0.5 -1.8 39.0 57.2 -0.4 -0.5 0.0 -0.7
Selective attention – – – – – – 34.8 53.0 0.0 0.0 -0.2 -0.2

Table 4: BLEU (B) and METEOR (M) scores for EN → DE translation. Absolute scores are reported for the
Consistent setting, whereas differences (relative to Consistent) are reported for the Inconsistent and None settings.
Statistical significance at p < 0.05, obtained by bootstrap resampling, is marked with *.

Dataset: OST DE→ EN WMT DE→ EN

Context: Consistent Incons. (∆) None (∆) Consistent Incons. (∆) None (∆)

System B M B M B M B M B M B M

Curr→ Curr (baseline) 27.4 27.6 0.0 0.0 0.0 0.0 34.9 34.9 0.0 0.0 0.0 0.0
1Prev+Curr→ Curr 26.7 26.8 -0.4* -0.3* -0.3* -0.1* 31.6 32.3 -0.3 0.0 -0.8* -0.5*
1Prev+Curr+1Next→ Curr 24.7 25.5 -0.1 -0.1 -0.3* 0.0 23.0 26.5 -0.1 0.0 -2.2* -0.3*
2Prev+Curr→ Curr 26.0 26.3 -0.7* -0.3* -0.6* -0.1* 22.0 26.1 -0.1 0.0 -1.3* -0.8*
1Prev+Curr→ 1Prev+Curr 27.5 27.7 -0.3* -0.2* -0.4* -0.2* 35.0 34.9 -0.4* 0.0 -0.9* -0.5*
1Prev+Curr+1Next→ 1Prev+Curr 20.7 24.3 -0.1 0.0 +3.3* +0.6* 31.2 32.4 -0.3* -0.2* -1.5* -0.6*

1PrevTarget+Curr→ Curr 26.9 27.0 -1.0* -0.7* -1.0* -0.6* 32.7 33.2 -0.3 0.0 -1.1* -0.5*

100T→ 100T 29.3 28.8 -1.6 -1.0 -2.2 -1.3 34.7 34.9 +0.1 +0.1 -0.7 -0.3

Table 5: BLEU (B) and METEOR (M) scores for DE→ EN translation.

anaphoric event pleonastic

it they it/they it it

intra inter intra inter sing. group

subj. non-subj. subj. non-subj. Total

Examples: 25 25 25 25 10 10 5 15 30 30 200

OST Curr → Curr 9 7 6 7 5 3 1 5 20 28 91
OST 1Prev + Curr → 1Prev + Curr 10 6 12 9 5 6 1 2 24 25 100

WMT Curr → Curr 14 12 9 10 5 4 0 8 20 26 108
WMT 1Prev + Curr → 1Prev + Curr 9 11 13 12 5 5 1 5 19 28 108

Table 6: Absolute numbers of PROTEST EN→ DE pronoun translations evaluated semi-automatically as correct.

DE Pronouns: ich, es, das, wir, sich, Sie, er, du, sie, die, was, mir, mich, uns, der, man, dich, ihn, dir, dies, ihm,
ihr, wer, ’s, Ihnen, dem, denen, euch, ihnen, den, Ihr, diese, dessen, deren, einen, dieser, wen, welche,
einem, wem, dieses, jene, diesen, dasselbe, welches, einander

Ambiguous: Sie, den, denen, der, die, diese, dieser, ihm, ihn, ihnen, ihr, man, mich, mir, sich, sie, uns

EN Pronouns: I, you, it, we, he, what, me, they, who, she, him, them, us, her, himself, itself, themselves, one, yourself,
myself, whom, ourselves, i, ’em, herself, mine, yours, ya

Ambiguous: her, him, it, me, myself, one, she, them, they, us, who, whom, you, yourself

EN Connectives: although, even though, since, though, meanwhile, while, yet, however

DE Negations: nicht, nie, niemand, nichts, nirgends, nirgendwo, kein, weder

EN Negations: no, not, never, nobody, noone, no-one, nothing, nowhere, none, neither, nor

Table 7: List of words and lemmas used to detect discourse-level properties.
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ison between consistent, inconsistent and absent
context reveals a clear difference between the two
datasets: For WMT, the results are almost the
same for the three scenarios. This can be attributed
to the longer sentences in the WMT test set, which
makes the 100 token window performing similar
to the one without extended context, as discussed
in section 4. In contrast, for the subtitle data,
we see notable performance drops when disturb-
ing the model with random or absent context. In
this dataset, segments are shorter and 100-token
windows substantially increase the context that is
available for translation (there are 9.68 sentences
per chunk on average).

The selective attention model yields absolute
scores with consistent context that are not compet-
itive and barely beat the baseline. It also seems to
fail to pick up relevant information from the wider
document context, as it obtains almost identical re-
sults with inconsistent and absent context.

The WMT EN → DE models have seen back-
translations during training but the DE → EN
models have not. The results suggest that the addi-
tional data helps the models distinguishing consis-
tent from inconsistent input, but further tests will
be required to corroborate this hypothesis.

The WMT dataset has shorter documents and
longer sentences with more complex discourse-
level features. Although this may indicate that it
is a more challenging dataset for our models, the
performances seem very similar across systems,
and it is hard to discriminate informative patterns.
However, the inconsistent setting appears to be
affected by genre, with none or very small dif-
ferences with the WMT data, suggesting that the
longer sentences are more self-contained in terms
of discourse features and that systems effectively
pick this signal up. In this same sense (and coun-
terintuitively), the differences between inconsis-
tent and none seem to suggest that as long as the
system has access to big enough window, the order
in which the document is fed is less important.

5.2 Test suite metrics

Discourse-specific metrics such as Guzmán et al.
(2014) would be welcome to assess the translation
quality on specific discourse-level features such
as those discussed in Section 3.1. However, they
have the disadvantage of relying on a discourse
parser, which we do not have for German. At

the differences are not significant.

least, we are able to evaluate the quality of pro-
noun translation thanks to the existence of two
test suites for English–German pronoun transla-
tion: PROTEST (Guillou and Hardmeier, 2016;
Guillou et al., 2018) is based on TED talks tran-
scripts. These consist of planned speech docu-
ments, therefore the genre is somewhere in the
middle between news text and dialog. ContraPro
(Müller et al., 2018) uses material from OpenSub-
titles. Due to the overlap of the ContraPro data and
our OST training set, we do not use this test suite.

Table 6 reports PROTEST results for two se-
lected systems, the Curr → Curr baseline and
the best-performing variable-window concatena-
tion model 1Prev+Curr → 1Prev+Curr. The re-
sults draw on a semi-automatic evaluation scheme,
where pronouns are accepted as correct if they
match the reference and the remaining pronouns
are evaluated by hand. The manual evaluation was
done by one of the authors.13 Overall recall of
all systems is around 50%, and the differences be-
tween systems are quite small.

It can be seen that the models trained on the
news dataset obtain higher recall. This con-
firms our observation in Section 3.1 that the
WMT dataset contains higher numbers of corefer-
ence chains and cross-sentence pronominal coref-
erence. The context-aware models show small
improvements only in the OST dataset. Cru-
cially, the context-aware models show consistently
higher numbers in the category of inter-sentential
anaphoric pronouns, one of the categories where
the previous sentence context is indeed expected
to help most. However, most observed differences
may not be statistically significant.

The PROTEST evaluation confirms the findings
of the WMT18 evaluation (Guillou et al., 2018).
In both of these evaluations the pleonastic and
event categories are the least problematic. Intra-
and inter-sentential pronouns are somewhat in the
middle but remain difficult, while cases where the
anaphor and the antecedent mismatch in features
(they-singular, it/they group) are very poorly han-
dled.

6 Conclusion

We have presented two English–German
document-level translation datasets and shown
that they represent different text genres with

13We used the provided tool described in Hardmeier and
Guillou (2016).
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different distributions of discourse-level fea-
tures. The context-aware NMT models on these
datasets show performance differences that are to
some extent indicative of the underlying textual
characteristics: the longer sentences in the news
dataset make it harder to find differences between
training configurations or evaluation setups.
Fixed-window approaches show surprisingly
good results on the movie subtitles dataset, but
the impact of the realignment process remains to
be investigated further.

The general performance of a document-level
MT system can be assessed by testing translation
quality with consistent and artificially scrambled
context. Models that are able to learn relevant dis-
course features will be affected if the context is in-
coherent or absent. Our results show that this test
provides a complementary view on the systems’
performances.

Our study further suggests that the connections
between discourse features and MT results should
be analyzed more thoroughly. The detailed break-
down of the distribution of discourse-level proper-
ties could be a first step towards the compilation
of property-specific test sets.

Automatic measures can be complemented with
manual assessment of the outcome from the differ-
ent test scenarios, which further reveals the effect
of discourse features available to the system. We
show that pronoun test suites such as PROTEST
are a good start for this assessment, although mul-
tilingual coverage remains a problem for a system-
atic evaluation of this kind.
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Christian Federmann, Mark Fishel, Yvette Gra-
ham, Barry Haddow, Matthias Huck, Philipp Koehn,
Shervin Malmasi, Christof Monz, Mathias Müller,
Santanu Pal, Matt Post, and Marcos Zampieri. 2019.
Findings of the 2019 Conference on Machine Trans-
lation (WMT19). In Proceedings of the Fourth Con-
ference on Machine Translation, pages 128–188,
Florence, Italy. Association for Computational Lin-
guistics.

Rachel Bawden, Rico Sennrich, Alexandra Birch, and
Barry Haddow. 2018. Evaluating discourse phe-
nomena in neural machine translation. In Proceed-
ings of the 2018 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies, Volume
1 (Long Papers), pages 1304–1313, New Orleans,
Louisiana. Association for Computational Linguis-
tics.

Marine Carpuat and Michel Simard. 2012. The trouble
with SMT consistency. In Proceedings of the Sev-
enth Workshop on Statistical Machine Translation,
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Christian Hardmeier, and Pauline Krielke. 2019.
Cross-lingual incongruences in the annotation of
coreference. In Proceedings of the Second
Workshop on Computational Models of Reference,
Anaphora and Coreference, pages 26–34, Min-
neapolis, USA. Association for Computational Lin-
guistics.

Pierre Lison and Jörg Tiedemann. 2016. OpenSub-
titles2016: Extracting large parallel corpora from
movie and TV subtitles. In Proceedings of the Tenth
International Conference on Language Resources
and Evaluation (LREC 2016), Paris, France. Euro-
pean Language Resources Association (ELRA).
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