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Abstract

Modeling semantic plausibility requires com-
monsense knowledge about the world and has
been used as a testbed for exploring vari-
ous knowledge representations. Previous work
has focused specifically on modeling physi-
cal plausibility and shown that distributional
methods fail when tested in a supervised set-
ting. At the same time, distributional mod-
els, namely large pretrained language models,
have led to improved results for many natu-
ral language understanding tasks. In this work,
we show that these pretrained language mod-
els are in fact effective at modeling physi-
cal plausibility in the supervised setting. We
therefore present the more difficult problem of
learning to model physical plausibility directly
from text. We create a training set by extract-
ing attested events from a large corpus, and
we provide a baseline for training on these at-
tested events in a self-supervised manner and
testing on a physical plausibility task. We be-
lieve results could be further improved by in-
jecting explicit commonsense knowledge into
a distributional model.

1 Introduction

A person riding a camel is a common event, and
one would expect the subject-verb-object (s-v-o)
triple person-ride-camel to be attested in a large
corpus. In contrast, gorilla-ride-camel is un-
common, likely unattested, and yet still seman-
tically plausible. Modeling semantic plausibility
then requires distinguishing these plausible events
from the semantically nonsensical, e.g. lake-ride-
camel.

Semantic plausibility is a necessary part of
many natural language understanding (NLU) tasks
including narrative interpolation (Bowman et al.,
2016), story understanding (Mostafazadeh et al.,
2016), paragraph reconstruction (Li and Juraf-
sky, 2017), and hard coreference resolution (Peng

Event Plausible?
bird-construct-nest !

bottle-contain-elephant %

gorilla-ride-camel !

lake-fuse-tie %

Table 1: Example events from Wang et al. (2018)’s
physical plausibility dataset.

et al., 2015). Furthermore, the problem of model-
ing semantic plausibility has itself been used as a
testbed for exploring various knowledge represen-
tations.

In this work, we focus specifically on modeling
physical plausibility as presented by Wang et al.
(2018). This is the problem of determining if a
given event, represented as an s-v-o triple, is phys-
ically plausible (Table 1). We show that in the
original supervised setting a distributional model,
namely a novel application of BERT (Devlin et al.,
2019), significantly outperforms the best exist-
ing method which has access to manually labeled
physical features (Wang et al., 2018).

Still, the generalization ability of supervised
models is limited by the coverage of the train-
ing set. We therefore present the more difficult
problem of learning physical plausibility directly
from text. We create a training set by parsing
and extracting attested s-v-o triples from English
Wikipedia, and we provide a baseline for train-
ing on this dataset and evaluating on Wang et al.
(2018)’s physical plausibility task. We also exper-
iment training on a large set of s-v-o triples ex-
tracted from the web as part of the NELL project
(Carlson et al., 2010), and find that Wikipedia
triples result in better performance.
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2 Related Work

Wang et al. (2018) present the semantic plausi-
bility dataset that we use for evaluation in this
work, and they show that distributional methods
fail on this dataset. This conclusion aligns with
other work showing that GloVe (Pennington et al.,
2014) and word2vec (Mikolov et al., 2013) em-
beddings do not encode some salient features of
objects (Li and Gauthier, 2017). More recent work
has similarly concluded that large pretrained lan-
guage models only learn attested physical knowl-
edge (Forbes et al., 2019).

Other datasets which include plausibility ratings
are smaller in size and missing atypical but plau-
sible events (Keller and Lapata, 2003), or concern
the more complicated problem of multi-event in-
ference in natural language (Zhang et al., 2017;
Sap et al., 2019).

Complementary to our work are methods of
extracting physical features from a text corpus
(Wang et al., 2017; Forbes and Choi, 2017;
Bagherinezhad et al., 2016).

2.1 Distributional Models

Motivated by the distributional hypothesis that
words in similar contexts have similar meanings
(Harris, 1954), distributional methods learn the
representation of a word based on the distribution
of its context. The occurrence counts of bigrams
in a corpus are correlated with human plausibility
ratings (Lapata et al., 1999, 2001), so one might
expect that with a large enough corpus, a distri-
butional model would learn to distinguish plausi-
ble but atypical events from implausible ones. As
a counterexample, Ó Séaghdha (2010) has shown
that the subject-verb bigram carrot-laugh occurs
855 times in a web corpus, while manservant-
laugh occurs zero.1 Not everything that is phys-
ically plausible occurs, and not everything that oc-
curs is attested due to reporting bias2 (Gordon and
Van Durme, 2013); therefore, modeling semantic
plausibility requires systematic inference beyond
a distributional cue.

We focus on the masked language model BERT
as a distributional model. BERT has led to im-
proved results across a variety of NLU bench-

1This point was made based on search engine results.
Some, but not all, of the carrot-laugh bigrams are false posi-
tives.

2Reporting bias describes the discrepancy between what
is frequent in text and what is likely in the world. This is in
part because people do not describe the obvious.

marks (Rajpurkar et al., 2018; Wang et al., 2019),
including tasks that require explicit commonsense
reasoning such as the Winograd Schema Chal-
lenge (Sakaguchi et al., 2019).

2.2 Selectional Preference

Closely related to semantic plausibility is selec-
tional preference (Resnik, 1996) which concerns
the semantic preference of a predicate for its argu-
ments. Here, preference refers to the typicality of
arguments: while it is plausible that a gorilla rides
a camel, it is not preferred. Current approaches to
selectional preference are distributional (Erk et al.,
2010; Van de Cruys, 2014) and have shown lim-
ited performance in capturing semantic plausibil-
ity (Wang et al., 2018).

Ó Séaghdha and Korhonen (2012) have inves-
tigated combining a lexical hierarchy with a dis-
tributional approach, and there have been related
attempts at grounding selectional preference in
visual perception (Bergsma and Goebel, 2011;
Shutova et al., 2015).

Models of selectional preference are either eval-
uated on a pseudo-disambiguation task, where at-
tested predicate-argument tuples must be disam-
biguated from pseudo-negative random tuples, or
evaluated on their correlation with human plau-
sibility judgments. Selectional preference is one
factor in plausibility and thus the two should cor-
relate.

3 Task

Following existing work, we focus on the task
of single-event, physical plausibility. This is the
problem of determining if a given event, repre-
sented as an s-v-o triple, is physically plausible.

We use Wang et al. (2018)’s physical plausibil-
ity dataset for evaluation. This dataset consists
of 3,062 s-v-o triples, built from a vocabulary of
150 verbs and 450 nouns, and containing a diverse
combination of both typical and atypical events
balanced between the plausible and implausible
categories. The set of events and ground truth la-
bels were manually curated.

3.1 Supervised

In the supervised setting, a model is trained and
tested on labelled events from the same distribu-
tion. Therefore, both the training and test set cap-
ture typical and atypical plausibility. We follow
the same evaluation procedure as previous work
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Wikipedia
male-have-income

village-have-population
event-take-place

NELL
login-post-comment

use-constitute-acceptance
modules-have-options

Table 2: Most frequent s-v-o triples for each corpus.

and perform cross validation on the 3,062 labeled
triples (Wang et al., 2018).

3.2 Learning from Text

We also present the problem of learning to model
physical plausibility directly from text. In this new
setting, a model is trained on events extracted from
a large corpus and evaluated on a physical plausi-
bility task. Therefore, only the test set covers both
typical and atypical plausibility.

We create two training sets based on separate
corpora: first, we parse English Wikipedia using
the StanfordNLP neural pipeline (Qi et al., 2018)
and extract attested s-v-o triples. Wikipedia has
led to relatively good results for selectional pref-
erence (Zhang et al., 2019), and in total we extract
6 million unique triples with a cumulative 10 mil-
lion occurrences. Second, we use the NELL (Carl-
son et al., 2010) dataset of 604 million s-v-o triples
extracted from the dependency parsed ClueWeb09
dataset. For NELL, we filter out triples with non-
alphabetic characters or less than 5 occurrences,
resulting in a total 2.5 million unique triples with
a cumulative 112 million occurrences.

For evaluation, we split Wang et al. (2018)’s
3,062 triples into equal sized validation and test
sets. Each set thus consists of 1,531 triples.

4 Methods

4.1 NN

As a baseline, we consider the performance of a
neural method for selectional preference (Van de
Cruys, 2014). This method is a two-layer artificial
neural network (NN) over static embeddings.

Supervised. We reproduce the results of Wang
et al. (2018) using GloVe embeddings and the
same hyperparameter settings.

Self-Supervised. We use this same method for
learning from text (Subsection 3.2). To do so, we
turn the training data into a self-supervised train-

ing set: attested events are considered to be plau-
sible, and pseudo-implausible events are created
by sampling each word in an s-v-o triple indepen-
dently by occurrence frequency. We do hyperpa-
rameter search on the validation set over learning
rates in {1e−3, 1e−4, 1e−5, 2e−5}, batch sizes
in {16, 32, 64, 128}, and epochs in {0.5, 1, 2}.

4.2 BERT
We use BERT for modeling semantic plausibility
by simply treating this as a sequence classification
task. We tokenize the input s-v-o triple and in-
troduce new entity marker tokens to separate each
word.3 We then add a single layer NN to classify
the input based on the final layer representation of
the [CLS] token. We use BERT-large and fine-
tune the entire model in training.4

Supervised. We do no hyperparameter search
and simply use the default hyperparameter con-
figuration which has been shown to work well for
other commonsense reasoning tasks (Ruan et al.,
2019). BERT-large sometimes fails to train on
small datasets (Devlin et al., 2019; Niven and Kao,
2019); therefore, we restart training with a new
random seed when the training loss fails to de-
crease more than 10%.

Self-Supervised. We perform learning from text
(Subsection 3.2) by creating a self-supervised
training set in exactly the same way as for the NN
method. The hyperparameter configuration is de-
termined by grid search on the validation set over
learning rates in {1e − 5, 2e − 5, 3e − 5}, batch
sizes in {8, 16}, and epochs in {0.5, 1, 2}.

5 Results

5.1 Supervised
For the supervised setting, we follow the same
evaluation procedure as Wang et al. (2018): we
perform 10-fold cross validation on the dataset of
3,062 s-v-o triples, and report the mean accuracy
of running this procedure 20 times all with the
same model initialization (Table 3).

BERT outperforms existing methods by a large
margin, including those with access to manu-
ally labeled physical features. We conclude from

3Our input to BERT is of the form: [CLS] [SUBJ]
<subject> [/SUBJ] [VERB] <verb> [/VERB]
[OBJ] <object> [/OBJ] [SEP].

4We use Hugging Face’s PyTorch implementation
of BERT, https://github.com/huggingface/
pytorch-transformers.

https://github.com/huggingface/pytorch-transformers
https://github.com/huggingface/pytorch-transformers
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Model Accuracy
Random 0.50
NN (Van de Cruys, 2014) 0.68
NN+WK (Wang et al., 2018) 0.76
Fine-tuned BERT 0.89

Table 3: Mean accuracy of classifying plausible events
for models trained in a supervised setting. NN+WK
combines the NN approach with manually labeled
world knowledge (WK) features describing both the
subject and object.

Event
Plausible?

BERT GT

dentist-capsize-canoe ! !

stove-heat-air % !

sun-cool-water ! %

chair-crush-water % %

Table 4: Interpreting log-likelihood as confidence, ex-
ample events for which BERT was highly confident and
either correct or incorrect with respect to the ground
truth (GT) label.

these results that distributional data does provide
a strong cue for semantic plausibility in the super-
vised setting of Wang et al. (2018).

Examples of positive and negative results for
BERT are presented in Table 4. There is no
immediately obvious pattern in the cases where
BERT misclassifies an event. We therefore con-
sider events for which BERT gave a consistent es-
timate across all 20 runs of cross-validation. Of
these, we present the event for which BERT was
most confident.

We note that due to the limited vocabulary size
of the dataset, the training set always covers the
test set vocabulary when performing 10-fold cross
validation. That is to say that every word in the test
set has been seen in a different triple in the train-
ing set. For example, every verb occurs within 20
triples; therefore, on average a verb in the test set
has been seen 18 times in the training set.

Supervised performance is dependent on the
coverage of the training set vocabulary (Moosavi
and Strube, 2017), and it is intractable to have
18 plausibility labels for all verbs across English.
Furthermore, supervised models are susceptible to
annotation artifacts (Gururangan et al., 2018; Po-
liak et al., 2018) and do not necessarily even learn

Model Wikipedia NELL
Valid Test Valid Test

Random 0.50 0.50 0.50 0.50
NN 0.53 0.52 0.50 0.51
BERT 0.65 0.63 0.57 0.56

Table 5: Accuracy of classifying plausible events for
models trained on a corpus in a self-supervised manner.

the desired relation, or in fact any relation, be-
tween words (Levy et al., 2015).

This is our motivation for reframing semantic
plausibility as a task to be learned directly from
text, a new setting in which the training set vocab-
ulary is independent of the test set.

5.2 Learning from Text

For learning from text (Subsection 3.2), we report
both the validation and test accuracies of classify-
ing physically plausible events (Table 5).

BERT fine-tuned on Wikipedia performs the
best, although only partially captures semantic
plausibility with a test set accuracy of 63%. Per-
formance may benefit from injecting explicit com-
monsense knowledge into the model, an approach
which has previously been used in the supervised
setting (Wang et al., 2018).

Interestingly, BERT is biased towards labelling
events as plausible. For the best performing
model, for example, 78% of errors are false pos-
itives.

Models trained on Wikipedia events consis-
tently outperform those trained on NELL which
is consistent with our subjective assessment of the
cleanliness of these datasets. The baseline NN
method in particular seems to learn very little from
training on the NELL dataset.

6 Conclusion

We show that large, pretrained language models
are effective at modeling semantic plausibility in
the supervised setting. Supervised models are lim-
ited by the coverage of the training set, however;
thus, we reframe modeling semantic plausibility
as a self-supervised task and present a baseline
based on a novel application of BERT.

We believe that self-supervised results could be
further improved by incorporating explicit com-
monsense knowledge, as well as further incidental
signals (Roth, 2017) from text.
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