EMNLP-IJCNLP 2019

BioNLP-OST 2019

Proceedings of
the Sth Workshop on BioNLP Open Shared Tasks

November 4, 2019
Hong Kong, China



(©2019 The Association for Computational Linguistics

Order copies of this and other ACL proceedings from:

Association for Computational Linguistics (ACL)
209 N. Eighth Street

Stroudsburg, PA 18360

USA

Tel: +1-570-476-8006

Fax: +1-570-476-0860

acl@aclweb.org

ISBN 978-1-950737-82-6

ii



Introduction

In the era of machine learning and Al, the importance of data, either for training or for evaluating the
learning-based models, is more and more evident. The performance of any Al device is greatly affected
by the data it is trained on. Also, it is common that an evaluated performance of an Al device based on
one benchmark data set is critically different when evaluated on another data set. This is particularly
true for text mining where the performance strongly depends on various factors: the goal or the type and
the language of the documents. These examples dictates the importance of sharing benchmark datasets,
so that evaluation results can be comparable to each other. It is a key for efficient advancement of the
technology.

BioNLP Open Shared Tasks is organized to promote the sharing of computational tasks of biomedical
text mining and also solutions to them. Here sharing a task means sharing benchmark datasets and
evaluation systems. It is a continuation of the previous efforts organized around the BioNLP Shared
Task (BioNLP-ST) workshop series (2009, 2011, 2013, 2016).

This year, six tasks are contributed by voluntary task organizers. Two tasks, the Bacteria-Biotope
(BB) and SeeDev tasks, are a continuation of their previous editions. BB targets the extraction of
information about bacterial biotopes and phenotypes, while SeeDev focuses on extracting events of
genetic and molecular mechanisms involved in plant seed development. The PharmaCoNER task is a
named entity recognition task for pharmacological substances, compounds and proteins. Particularly it
targets Spanish texts, which brings the new challenge of dealing with multilingualism. The CRAFT task
is presented as a highly challenging task, aiming at annotating texts with rich semantics, and a full stack
of linguistic structures. AGAC proposes to extract compositional concepts for drug repurposing. Finally
RDoc is an Information Retrieval task in the field of neuroscience.

For the six tasks, a total of 45 teams participated. For the workshop, paper submissions were
open exclusively to the teams that had completed at least one task as well as the task organizers. 43
reviewers in the Program Committee selected 30 papers to be presented for the workshop out of 38
submitted papers. We are happy to present the papers and we believe it to be a rare chance to compare
various tasks of biomedical text mining, and also various solutions to them.

BioNLP-OST Organizers
- Jin-Dong Kim, DBCLS
- Claire Nédellec, INRA
- Robert Bossy, INRA

- Louise Deléger, INRA
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