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Abstract

User reviews provide a significant source of
information for companies to understand their
market and audience. In order to discover
broad trends in this source, researchers have
typically used topic models such as Latent
Dirichlet Allocation (LDA). However, while
there are metrics to choose the “best” num-
ber of topics, it is not clear whether the re-
sulting topics can also provide in-depth, ac-
tionable product analysis. Our paper exam-
ines this issue by analyzing user reviews from
the Best Buy US website for smart speakers.
Using coherence scores to choose topics, we
test whether the results help us to understand
user interests and concerns. We find that while
coherence scores are a good starting point to
identify a number of topics, it still requires
manual adaptation based on domain knowl-
edge to provide market insights. We show that
the resulting dimensions capture brand perfor-
mance and differences, and differentiate the
market into two distinct groups with different
properties.

1 Introduction

The Internet has provided a platform for people to
express their opinions on a wide range of issues,
including reviews for products they buy. Listen-
ing to what users say is critical to understanding
the product usage, helpfulness, and opportunities
for further product development to deliver better
user experience. User reviews – despite some po-
tentially inherent biases1 – have quickly become
an invaluable (and cheap) form of information for
product managers and analysts (Dellarocas, 2006).
However, the speed, amount, and varying format
of user feedback also creates a need to effectively
extract the most important insights.

1People tend to over-report negative experiences, while
some positive reviews are bought (Hovy, 2016).

Topic models, especially LDA (Blei et al.,
2003), are one of the most widely used tools for
these purposes. However, due to their stochas-
tic nature, they can present a challenge for in-
terpretability (McAuliffe and Blei, 2008; Chang
et al., 2009). This is less problematic when the
analysis is exploratory, but proves difficult if it is
to result in actionable changes, for example prod-
uct development. The main dimension of freedom
in LDA is the number of topics: while there are
metrics to assess the optimal number according
to a criterion, it is unclear whether the resulting
topics provide us with a useful discrimination for
product and market analysis. The question is “Can
we derive market-relevant information from topic
modeling of reviews?”

We use smart speakers as a test case to study
LDA topic models for both high-level and in-depth
analyses. We are interested in to answer the fol-
lowing research questions:

• What are the main dimensions of concerns
when people talk about smart speakers?

• Can the LDA topic mixtures be used to di-
rectly compare smart speakers by Amazon,
Google, Apple, and Sonos?

Smart speakers are a type of wireless speaker
that provides a voice interface for people to use
spoken input to control household devices and ap-
pliances. While still relatively new, smart speak-
ers are rapidly growing in popularity. As the
Economist (2017) put it: “voice has the power
to transform computing, by providing a natural
means of interaction.” We use a dataset of smart
speaker reviews and coherence scores as a met-
ric to choose the number of topics, and evaluate
the resulting model both in terms of human judge-
ment and in its ability to meaningfully discrimi-
nate brands in the market.
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Raw data
After

pre-processing

# reviews 53,273
# words 1,724,842 529,035
# unique words 25,007 10,102

Table 1: Summary of dataset.

Contributions We show that LDA can be a
valuable tool for user insights: 1) basic user con-
cerns can be distinguished with LDA by using co-
herence scores (Röder et al., 2015) to determine
the best number of topics, but an additional step
is still needed for consolidation; 2) human judge-
ment correlates strongly with the model findings;
3) the extracted topic mixture distributions accu-
rately reflect the qualitative dimensions to com-
pare products and distinguish brands.

2 Dataset

2.1 Data collection

From the Best Buy US website, we collect a
dataset of 53,273 reviews for nine products from
four brands: Amazon (Echo, Echo Dot, Echo
Spot), Google (Home, Home Mini, Home Max),
Apple (HomePod) and Sonos (One, Beam). Each
review includes a review text and the brand as-
sociated with it. Our collection took place in
November 2018. Due to their later market entries
and significantly smaller market sizes, the num-
ber of available Apple and Sonos reviews is lim-
ited. Amazon, Google, Apple, and Sonos reviews
account for 53.9%, 41.1%, 3.5% and 1.5% of the
dataset, respectively.

2.2 Review text pre-processing

We pre-process the review text as follows: First,
we convert all text to lowercase and tokenize it.
We then remove punctuation and stop words. We
build bigrams and remove any remaining words
with 2 or fewer characters. Finally, we lemma-
tize the data. The statistics of the resulting bag-of-
words representation are described in Table 1.

3 Methodology

3.1 Topic extraction

The main issue in LDA is choosing the optimal
number of topics. To address this issue, we use

the coherence score (Röder et al., 2015) of the re-
sulting topics. This metric is more useful for in-
terpretability than choosing the number of topics
on held-out data likelihood, which is a proxy and
can still result in semantically meaningless topics
(Chang et al., 2009).

The question is: what is coherent? A set of topic
descriptors are said to be coherent if they sup-
port each other and refer to the same topic or con-
cept. For example, “music, subscription, stream-
ing, spotify, pandora” are more coherent than “mu-
sic, machine, nlp, yelp, love.” While this differ-
ence is obvious to human observers, we need a
way to quantify it algorithmically.

Coherence scores are a way to do this. Several
versions exist, but the one used here has the high-
est correlation with human ratings (Röder et al.,
2015). It takes the topic descriptors and combines
four measures of them that capture different as-
pects of “coherence”: 1) a segmentationn Soneset ,
2) a boolean sliding window Psw(110), 3) the in-
direct cosine measure with normalized pointwise
mutual information (NPMI) m̃cos(nlr), and 4) the
arithmetic mean of the cosine similarities σa.

The input to the scoring function is a set W of
the N top words describing a topic, derived from
the fitted model. The first step is their segmenta-
tion Soneset . It measures how strongly W ∗ supports
W ′ by quantifying the similarity of W ∗ and W ′ in
relation to all the words in W :{

(W ′,W ∗)|W ′ = {wi};wi ∈W ;W ∗ =W
}

In order to so do,W ′ andW ∗ are represented as
context vectors ~v(W ′) and ~v(W ∗) by pairing them
with all words in W :

~v(W ′) =

 ∑
wi∈W ′

NPMI(wi, wj)
γ


j=1,...,|W |

The same applies for ~v(W ∗). In addition:

NPMI(wi, wj)γ =

 log
P (wi,wj)+ε
P (wi)·P (wj)

− log(P (wi, wj) + ε

γ

An increase of γ gives higher NPMI values
more weight. ε is set to a small value to pre-
vent logarithm of zero. We choose γ = 1 and
ε = 10−12.

Second, the probability Psw(110) captures prox-
imity between word tokens. It is the boolean slid-
ing window probability, i.e., the number of doc-
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Figure 1: Example of word intrusion task in the survey

Figure 2: Example of topic intrusion task in the survey

uments in which the word occurs, divided by the
number of sliding windows of size s = 110.

Third, given context vectors ~u = ~v(W ′) and
~w = ~v(W ∗) for the word sets of a pair Si =
(W ′,W ∗), the similarity of W ′ and W ∗ is the co-
sine vector similarity between all context vectors.

scos(~u, ~w) =

∑|W |
i=1 ui · wi
‖~u‖2 · ‖~w‖2

Finally, the cosine similarity measures are aver-
aged, giving us a single coherence score for each
model (each model has a different number of top-
ics).

We fit LDA models, using Gensim library in
Python, with the number of topics ranging from
2 to 20 to calculate the coherence score. For each
model, we choose the top 20 words of each topic
as inputs to calculate the model’s coherence score.
We move forward with the model with the highest
coherence score (13 topics) for validation, and use
the document-topic distributions and topic-word
distributions from that model in the subsequent
steps.

3.2 LDA validation
To evaluate the semantic interpretability of the re-
sulting LDA model from the coherence score se-
lection, we run a human judgment survey using
word intrusion and topic intrusion. We used 125
human judges. Each of 125 human subjects re-
sponds to 10 questions (5 questions for word in-
trusion, and 5 questions for topic intrusion), which
are randomly selected from a collection of 20
questions.

For the word intrusion task, each subject is
asked to choose which word they think does not
belong to the topic (Fig. 1). Each question is com-
prised of the 5 words with the highest probabili-

ties in that topic, and one random word with low
probability in that topic but high probability (top 5
most frequent words) in another topic. The word
that does not belong to the topic is called the true
intruder word. The hypothesis of word intrusion is
that if the topics are interpretable, they are coher-
ent, and subjects will consistently choose the true
intruder words.

For topic k, letwk be the true intruder word, ik,s
be the intruder selected by the subject s. S is the
number of subjects. The model precision for topic
k is defined as the fraction of subjects agreeing
with the model:

MPk =

∑
s |(ik,s = wk)|

S

The model precision ranges from 0 to 1, with
higher value indicating a better model.

For the topic intrusion task, each survey sub-
ject is shown a short review text and is asked to
choose a group of words which they think do not
describe the review (Fig. 2). Each group of words
represents a topic. Each question is comprised of 3
topics with the highest probabilities LDA assigned
to that review, and 1 random topic with low proba-
bility. The topic with low probability is called the
true intruder topic. The hypothesis of topic intru-
sion is that if the association of topics to a doc-
ument is interpretable, subjects will consistently
choose the true intruder topic.

For review r, let jr be the true intruder topic,
jr,s be the intruding topic selected by subject s. θr
is the probability that the review r belongs to each
topic. The topic log odds for a review r are defined
as the log ratio of a) the probability mass assigned
to the true intruder to b) the probability mass as-
signed to the intruder selected by the subject:

TLOr =

∑
s (log θr,jr− log θr,jr,s)

S

The topic log odds have an upper bound of 0,
which indicates the perfect match between judg-
ments of the model and the subjects. This met-
ric is preferred for the topic intrusion task rather
than the model precision, which only takes into
account right or wrong answers, because each
topic has a probability of generating the review.
Thus, the topic log odds serve as an error function
(Lukasiewicz et al., 2018).
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Figure 3: Coherence score for each model. Models
with 7, 13, and 14 topics have highest coherence score.

4 Results and discussion

4.1 Topic extraction
For each model, we compute topic coherence
based on the top 20 words in each topic. The topic
coherence plot (Fig. 3) shows three candidates for
the best number of topics, 7, 13, and 14, all with
a score of 0.62. We manually examine the top
20 words for each. The 7-topic model has some
mixed and chained topics e.g., “easy, use, great,
setup, gift, christmas.” The 14-topic model does
not provide any more meaningful topics compared
to 13 topics. Thus, we choose the 13-topic model.

4.2 LDA validation and consolidation
We extract document-topic and topic-word distri-
butions for 13 topics and evaluate them in a hu-
man judgment survey on word and topic intrusion.
The mean of the word intrusion precision is 0.85
(standard deviation 0.086), and the mean of the
topic log odds is -1.66 (standard deviation 1.58).
Fig. 4 shows the box plots for the results of both
tasks. Model precision and topic log odds are on
different scales, see section 3.2. Model precision
is sufficiently good, while topic log odds are ac-
ceptable, but with higher variance. They are on a
par with the best models in (Chang et al., 2009;
Arnold et al., 2016).

Reviews dominated by few topics show more
agreement between model and human judges, re-
views with many topics show a greater diver-
gence. For example, for the review with the lowest
level of agreement (lowest topic log odds): “Once
I managed to get all the apps synced with this
speaker, I was blown away by the sound quality.
Using Alexa’s voice recognition is great, even from
the other side of the room.”, LDA assigns fairly
equal proportions to the top 3 topics (23%, 25%,

Figure 4: Model precision with word intrusion (left)
and topic log odds with topic intrusion (right).

and 32%). For the review with the highest level
of agreement (highest topic log odds): “I get my
morning facts and news all in one easy to use sys-
tem.”, LDA assigns 48% to a dominant topic, and
15% and 26% to the next two topics.

After running the intrusion tests with the 13-
topic model, we manually merge some topics that
were similar to each other. This process results in
8 dimensions (we call them “dimensions” to dif-
ferentiate them from the 13-topic model of the pre-
vious steps). We use these 8 dimensions to mea-
sure brand performance.

As (Boyd-Graber et al., 2014) pointed out, dif-
ferent researchers might combine topics differ-
ently. Here, the merging step is based on our
domain knowledge in the smart speaker market.
We group topics with similar top words into one
dimension. For topics that we cannot label, we
group them to the most similar topics based on the
top words. Doing so, we aim to make the topics
maximally distinguished from each other, and to
be able to label the topics appropriately.

Table 2 shows the respective top keywords. The
following describes the resulting 8 dimensions.

1. Price: price and worthiness, especially as
gifts. Example: “Love my Echo Dot, great
purchase! Made a great Christmas gift.”
(Amazon)

2. Integration: ability to connect, and control
devices/household appliances (e.g., lighting,
thermostat) in a smart home. Bedroom and
kitchen are the two rooms in which people
put their smart speakers most often. Exam-
ple:“I use these in several rooms in my home
to control lights and my AV system. They in-
tegrate with my Samsung Smart Things Hub
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Label Top keywords

Price price, buy, gift, christmas, worth, black friday, money, sale, deal, item
Integration light, control, command, system, integration, thermostat, room, ecosystem, connect
Sound quality speaker, sound, quality, small, music, loud, great, room, bluetooth, volume
Accuracy question, answer, time, response, quick, issue, problem, work, search, good
Skills music, weather, news, alarm, timer, kitchen, morning, reminder, shopping list
Fun fun, family, kid, useful, helpful, great, friend, game, information, question
Ease of use easy, use, set, setup, simple, install, recommend, connect, quick, work
Playing music music, play, song, playlist, favorite, pandora, prime, stream, subscription, beam

Table 2: 8 merged dimensions and the keywords reveal how people use smart speakers and their perceptions.

and Harmony Hub.” (Amazon)

3. Sound quality: ability to provide high-
quality sound. Example: “Can’t believe this
little device has such great sound quality”
(Apple). “This is a great speaker! The sound
is just WOW! And the speaker doesn’t take up
much space.” (Sonos)

4. Accuracy: ability to respond accurately to
the users voice commands, provide answers
to questions, and to issues they might en-
counter. Example: “It is amazing how many
simple questions stump Alexa. Too frequently
the response I hear is “I don’t understand”
or “Sorry, I can’t find the answer.”” (Ama-
zon)

5. Skills: variety of applications that the smart
speaker provides. They are referred to as
“skills” in Amazon Alexa, and as “actions” in
Google Assistant. I.e., music, weather fore-
cast, news, alarms, setting kitchen timers, re-
minders, and shopping lists. Example: “You
can ask Alexa anything. Find information
about the weather, sports, or the news. Also,
ask her to play your favorite music. All you
have to do is ask.” (Amazon)

6. Fun: pleasure to interact with smart speak-
ers, especially with/for kids and family. Ex-
ample: “Lots of fun and lots of great infor-
mation. It was fun to ask it all kinds of ques-
tions.” (Google)

7. Ease of use: ease of setup and connecting to
an existing internet connection via the mobile
app to use voice commands. Example: “Fun
and easy to operate. Connects to your Wi-Fi
in a simple and quick manner.” (Amazon)

Figure 5: % of reviews based on dominant dimensions.

8. Playing music: ability to play music, con-
nect with music services, like Amazon Music
and Pandora. Example: “Upload all of your
music for free to Google Play Music and then
tell the Mini what to play from your music
and it will!” (Google)

Since the LDA model can assign a review to
multiple topics, it is more difficult to see the pro-
portion of reviews for each. We define the domi-
nant dimension for each review as the topic with
the highest probability for the review. The most
frequently mentioned dominant dimensions (Fig.
5) are price (27% of total reviews), integration
(25%), sound quality (14%), and accuracy (13%).

4.3 Brand performance along dimensions

Brand performance measures how frequently each
dimension was mentioned in user reviews.

As described in section 2.1, the amount of avail-
able data across companies is highly imbalanced.
Thus, in order to compare the relative performance
of brands along the 8 dimensions, we normalize
the amount of data for each company. We define
a relative dimension score for a brand b (Ama-



81

Figure 6: Company profiles along 8 dimensions form 2
groups with similar positioning.

zon, Google, Apple Sonos) along a dimension
dk (k ∈ [1, 8]) as the normalized topic probabil-
ity:

DSb,dk =

1/Nb

Nb∑
r=1

pr,dk

1/N

N∑
r=1

pr,dk

pr,dk is the probability that review r belongs to
dimension dk. Nb is the number of reviews for
brand b. N is the total number of reviews for all
brands.

The line plot in Fig. 6 reveals some interesting
differences between the brands’ relative strengths
and weaknesses.

Amazon and Google speakers are similar to
each other, with a balanced performance on all di-
mensions. On the other hand, Apple and Sonos
speakers are also similar to each other, but with a
focus on sound quality. This suggests a segmenta-
tion of the smart speaker market into two groups
along those lines.

Apple and Sonos clearly outperform Amazon
and Google speakers in terms of sound quality.
Indeed, both Apple and Sonos speakers are high-
end products, arguably the best sounding smart
speakers on the market, using, e.g., adaptive audio
(beamforming) to determine the position of a user
and adjust its microphones accordingly. Sonos has
digital amplifiers, a tweeter, a woofer, and a 6-
microphone array, and an adaptive noise suppres-
sion algorithm.

Interestingly, Amazon and Google users men-
tion using their speakers to listen to music as much
as Apple and Sonos users do. This is most likely
due to the fact that playing music is the most pop-
ular task on every smart speaker. However, it does

suggest that only a few people are willing to pay
extra for better sound quality, and that they do
greatly appreciate sound quality and mention it of-
ten.

Amazon performs best in term of price, fol-
lowed by Google. Users mention that prices are
reasonable, and many people buy it as a gift for
Christmas or during sales such as Black Friday.
Amazon speakers do have the lowest prices among
the 4 brands (Amazon: $49.99, Echo 2nd Gen:
$99.99, Echo Spot: $129.99). Google’s high-end
speaker, the HomeMax ($399.00) is much less
popular than its Home Mini ($49.00) and Home
($129.00). The main competition in terms of price
and gift is between Amazon Echo Dot ($49.99)
and Google Home Mini ($49).

For skills, Amazon/Google perform better than
Apple/Sonos. Siri is strictly limited to Apple’s
ecosystem (e.g., users can only stream music from
Apple Music, not from Spotify). This is poten-
tially interesting for Sonos to distinguish them-
selves, as the speakers are Alexa-enabled (as of
November 2018 when the reviews were collected),
so users could exploit its skills just like Ama-
zon users. One possible explanation could be that
Sonos users focus more on music and sound qual-
ity, and that other skills become less important to
them so they mention other skills less often.

5 Related work

Several topic models have been proposed, such as
Latent Semantic Indexing (LSI) (Deerwester et al.,
1990), Probabilistic LSI (pLSI) (Hofmann, 1999),
and the most commonly used, Latent Dirichlet Al-
location (Blei et al., 2003). LDA assumes that
a document is comprised of mixtures over latent
topics, and each topic is a distribution over words.

LDA has some limitations. The main limita-
tions are the assumption that the number of topics
is known and fixed, together with the validity of
the assignments, and the interpretability of topics.
LDA evaluation schemes can be categorized into
intrinsic evaluation (holdout-log likelihood/ per-
plexity (Blei et al., 2003; Wallach et al., 2009),
topic coherence (Newman et al., 2010; Röder
et al., 2015), human-in-the-loop (word or topic in-
trusion (Chang et al., 2009; Lau et al., 2014)), and
extrinsic evaluation (e.g., document clustering (Ja-
garlamudi et al., 2012), information retrieval (Wei
and Croft, 2006)). Those work mainly focus on
extracting meaningful high-level topic descriptors.
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In this paper, we show that those techniques, when
combined appropriately together, are useful in not
only high-level topics but also in-depth insights
from data. In order to do so, we address LDA lim-
itations with topic coherence, human-in-the-loop,
and incorporating human knowledge to merge top-
ics for better quality (Boyd-Graber et al., 2014).

6 Conclusion

In this paper, we use the coherence score by Röder
et al. (2015) as a guide to choose the optimal num-
ber of topics, and evaluate this choice with respect
to human judgement and its ability to provide mar-
ket insights. While coherence scores are judged
meaningful (in word intrusion and topic intrusion)
and provide a good starting point, they require and
additional merging step based on domain knowl-
edge to provide market insights. We merge the op-
timal choice of 13 topics into 8 dimensions for eas-
ier interpretation. We show that the topic mixture
proportions are useful to give more insights about
brand performance and market structure, separat-
ing the brands into two distinct camps with sim-
ilar properties. Further research directions could
assess the generalizability of the methodology on
other datasets and tasks.
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