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Abstract 

This is the second time for SRCB to 

participate in WAT. This paper describes 

the neural machine translation systems for 

the shared translation tasks of WAT 2019. 

We participated in ASPEC tasks and 

submitted results on English-Japanese, 

Japanese-English, Chinese-Japanese, and 

Japanese-Chinese four language pairs. We 

employed the Transformer model as the 

baseline and experimented relative 

position representation, data augmentation, 

deep layer model, ensemble. Experiments 

show that all these methods can yield 

substantial improvements. 

1 Introduction 

The advent of neural networks in machine 

translation has brought great improvement on 

translation quality over traditional statistical 

machine translation (SMT) in recent years 

(Kalchbrenner and Blunsom, 2013; Sutskever et 

al., 2014; Cho et al., 2014; Bahdanau et al., 2014). 

A lot of research efforts have been attracted to 

investigate neural networks in machine 

translation. This paper describes the Neural 

Machine Translation systems of Ricoh Software 

Research Center Beijing (SRCB) for the shared 

translation tasks of WAT 2019 (Nakazawa et al., 

2019). We participated in ASPEC tasks, and 

submitted results on four language pairs, 

including English-Japanese, Japanese-English, 

Japanese-Chinese and Chinese-Japanese.  

In the ASPEC tasks, we employed Transformer 

(Vaswani et al., 2018) as our baseline model and 

built our translation system based on OpenNMT 

(Klein et al., 2017) open source toolkit. To 

enhance the performance of the model, we made 

the following changes: 1) We proposed data 

augmentation method (Yihan et al., 2018) and 

back translation algorithm (Sennrich et al., 2015), 

which was observed to be useful in Japanese-

English and Japanese-Chinese corpus. 2) We 

incorporated weighted loss function and 

Sentence-wise regularization method (Gong et al., 

2019) into Transformer model. 3) We used deep 

layer (Wang et al., 2019) technique to further 

improve translation quality. 4) We used ensemble 

techniques and model stabilization to further 

improve translation quality. 

The remainder of this paper is organized as 

follows: Section 2 describes our NMT system 

and algorithms. Section 3 describes the 

processing of the data and all experimental 

results and analysis. Finally, we conclude in 

section 4. 

2 Systems 

2.1 Base Model 

Our system is based on the Transformer model. 

Transformer model is a paradigm model for 

neural machine translation which can achieve 

start-of-the-art translation quality. 

2.2 Data augmentation and back 

translation 

We use data augmentation algorithm (Yihan et al., 

2018) to select the parallel sentences that original 

model cannot train well, then retrain the model 

using the new dataset to improve the translation 

quality. However, data augmentation algorithm is 

mutual exclusion with back translation algorithm 

(Sennrich et al., 2015). Back translation algorithm 

translates monolingual sentences to corresponding 

predictions to generate parallel sentences, which 
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can augment the training set. In the real 

translation model, we use both data augmentation 

and back translation to train different models, then 

combine the models by ensemble learning. 

2.3 Weighted loss function 

The loss function of the neural network is a 

standard to judge whether it is convergent. When 

calculating the cross-entropy between predicted 

words with the original references, there is no 

consideration about words’ length. So we add the 

length influence weight to the loss function which 

can represent the real loss score more accurately. 

2.4 Sentence-wise smooth Regularization 

Sentence-wise regularization method (Gong et al., 

2019) is used in our system, which aims to output 

smooth prediction probabilities for all tokens in 

the target sequence. Compared with maximum-

likelihood estimation, this method could adjust 

the weights and gradients in the target sequence 

automatically to ensure the predictions in a 

sequence uniformly. We implement grid search to 

find the best parameters for smooth regularization 

in different subtasks. 

2.5 Deep layer model 

Wang et al. (2019) showed that the location of 

layer normalization played a vital role when 

training deep Transformer. They also proved that 

pre-norm Transformer is more efficient for 

training than post-norm (vanilla Transformer) 

when the model goes deeper. Dynamic linear 

combination of previous layers was introduced 

which improves the translation quality as well. 

Note that we built our deep layer model in pre-

norm way as default. In the state of practice, we 

find that more layers in decoders could enhance 

the ability of our real model. We use grid search 

to find proper parameters to achieve a balance 

between efficiency and performance 

2.6 Ensemble 

It has been investigated that ensembling different 

model can yield significant improvement in 

translation quality (Denkowski and Neubig, 2017). 

In our systems, we adopted two ensembling 

schemes. For one configured translation model, 

once the model finishes training, the last 8 

checkpoints of the model are averaged to get one 

trained model. Then, we make different 

configurations and train several models 

independently. After averaging checkpoints for 

each model, we do step-wise ensembling. 

 Specifically, these models are run at each time 

step and an arithmetic mean of predicted 

probability is obtained, which is used to 

determine the next word. 

2.7 Model Stabilization 

We observed unneglectable level of instability in 

the Transformer models (up to 0.4 BLEU diverse 

for models with the same settings).  

The first remedy to fight against instability is by 

introducing noise (Devlin et al., 2018). We 

randomly deletes tokens from the source side in 

the training dataset. It turns out this method would 

bring marginal improvement. We believe that by 

introducing noise, models would turn from over 

confident, thus result in better stability and 

generalization. 

The other strategy is batch filtering. In our 

experiments, there are special batches of training 

which lead to considerable up going of training 

loss. We believe the outliers are to be blame. Thus 

batch filtering mechanism (Chen et al., 2018) is 

hired which eliminate bathes with gradient norm 

exceeding certain threshold. 

3 Experiments 

We experimented our NMT system on Japanese-

English, English-Japanese, Chinese-Japanese, and 

Japanese-Chinese scientific paper translation 

subtasks. 

3.1 Datasets 

We used Asian Scientific Paper Excerpt Corpus 

(ASPEC) (Nakazawa et al., 2014) as parallel 

corpora for all language pairs. For Japanese-

English subtask and English-Japanese subtask, we 

used the first 1M sentences with augmented the 

second 1M sentences. Furthermore, for Japanese-

English subtask, we augmented training data to 

nearly 2M by data augmentation. And, we also 

trained back translation models using the second 

1M and the third 1M sentences as difference 

training datasets. For Chinese-Japanese subtask, 

all the sentences in ASPEC corpora are used as 

training data. And, we also trained back 

translation models using the first 1M Japanese 

sentences in Japanese-English subtask as 

difference training datasets. 
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For all corpora, Japanese sentences were 

segmented by the morphological analyzer Juman1 

and English sentences were tokenized by 

tokenizer.perl of Moses2, while Chinese sentences 

were segmented by KyTea3. Sentences with more 

than 100 words were excluded. We used the 

subword unit, that is Joint Byte Pair Encoding 

(BPE) (Sennrich et al., 2016c) scheme, to encoder 

vocabulary for both source and target sentences. 

3.2 Results  

As shown in Table 1, we rank 1st in the direction 

of Japanese-English, Japanese-Chinese and 

Chinese-Japanese, and 2nd in one English-

Japanese.  

 

 Ja-En En-Ja Ja-Zh Zh-Ja 

Rank 1st 2nd 1st 1st 

BLE

U 

30.92 45.71 38.63 52.37 

Table 1: Results of subtasks 

Japanese-English subtask: 

The baseline model is a vanilla Transformer 

model with the first 1M data. Using the second 

1M sentences to do data augmentation, the BLEU 

score has increased 1.34 to 30.20 which is the 

biggest improvement in this direction. What’s 

more, the relative position representation has 

improved more than 1 BLEU score in WAT 2018 

system. However, there is only more than a 0.2 

increase in 2019’s model. Changing the loss 

function weight with length, the new BLEU score 

become 30.78. Besides, the re-ranking algorithm 

using max function has 0.16 improvement.  

 

System BLEU 

Baseline 28.86 

Data augmentation 30.20 

Relative position 30.42 

Weighted loss function 30.78 

Re-ranking 30.92 

Table 2: Technical point contributions 

                                                           
1 http://nlp.ist.i.kyoto-u.ac.jp/EN/index.php?JUMAN 
2 http://www.statmt.org/moses/ 
3 http://www.phontron.com/kytea/index.html 

 

English-Japanese subtask: 

As for this subtask, this is our first time to 

participate in that we tried many other algorithms. 

As for the training data, we tried four kinds of 

combinations shown in Table 3. The baseline 

model is the big Transformer model with the first 

1M parallel sentences. For data augmentation and 

back translation is mutual exclusion, we trained 

different models and did ensemble to combine all 

the features. The BLEU score of first 1M data 

with the second 1M data using data augmentation 

is 43.33. The first 1M data with the second 1M 

data or the remaining 2M data using back 

translation is 43.32 and 43.66, respectively. The 

best combination rate for original data and back 

translation data is 1:4. So the results meet the 

exception. The last category is the 1M data with 

the second 1M data using back translation and the 

third 1M data using data augmentation which 

BLEU score is 43.57. It’s lower than the model 

with back translation only.  In practice, we choose 

different kinds of combination for model 

ensemble. 

 

System BLEU 

Baseline 42.57 

1M + Da 1M 43.33 

1M + Bt 1M 43.32 

1M + Bt 2M 43.66 

1M + Bt 1M + Da 1M 43.57 

Table 3: Results of different data combination. ‘Da’ is 

the abbreviation of data augmentation, ‘Bt’ is the 

abbreviation of back-translation. 

The baseline model is a vanilla Transformer 

model with the first 1M data. Using the relative 

position representation has improved 0.56 BLEU 

score. Using the last 2M sentences to do data 

augmentation, the BLEU score has increased 0.53 

to 43.66. Besides, the sentence-wise smooth has 

improved 0.12 BLEU score in WAT 2019 system. 

There is a 0.14 increase in 2019’s model when 

introducing deep layer model. Finally, the model 

ensemble algorithm has 1.79 improvement.  

 

System BLEU 

Baseline 42.57 

Relative position 43.13 

Data augmentation 43.66 

Sentence-wise smooth 43.78 

http://www.statmt.org/moses/
http://www.phontron.com/kytea/index.html
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Deep layer model 43.92 

Ensemble 45.71 

Table 4: Technical point contributions 

Japanese-Chinese subtask: 

For this subtask, we utilized only the data in 

ASPEC, no data augmentation was used. We 

implemented the system based on OpenNMT 

1.22.0, and adapted the beam search bug fix in the 

afterwards versions. We hired sentence-wise 

smooth, encoder side token deletion and batch 

filtering. The hyper parameters were searched 

with respect to the devtest.txt dataset. After 

generating 8 models (with BLEU above 37.0), we 

ensembled those models with step-wise ensemble 

system. The results of applying thus technologies 

was in Table 5 (results after averaging of last 8 

checkpoints, best in two models).  

 

Table 5: Technical point contributions 

Chinese-Japanese subtask: 

The baseline model is a vanilla Transformer 

model with all ASPEC data. We using the first 

1M sentences in English-Japanese subtask to do 

data augmentation, the BLEU score has increased 

0.81 to 50.46. What’s more, the relative position 

representation has improved 0.59 BLEU score in 

WAT 2019 system. Sentence-wise smooth 

increases 0.19. Besides, deep layer model 

algorithm has 0.57 improvement. Finally, the 

model ensemble algorithm has 0.56 improvement. 

 

System BLEU 

Baseline 49.65 

Data augmentation 50.46 

Relative position 51.05 

Sentence-wise smooth 51.24 

Deep layer model 51.81 

Ensemble 52.37 

Table 6: Technical point contributions 

4 Conclusion 

In this paper, we described our NMT system, 

which is based on Transformer model. We made 

several changes to original Transformer model, 

including relative position representation, deep 

layer model, ensembling and other technical 

points. We evaluated our Transformer system on 

Japanese-English, English-Japanese, Japanese-

Chinese and Chinese-Japanese scientific paper 

translation subtasks at WAT 2019.The results 

show that the implementation of these points can 

effectively improve the translation quality.  

   In our future work, we plan to explore more 

vocabulary encoding schemes and compare with 

byte pair encoding (BPE) (Sennrich et al., 2016). 

In addition, we will attempt to implement other 

transformer structures, which combine other 

advanced technologies. 
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