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Abstract

In recent years, the need for communication
increased in online social media. Propaganda
is a mechanism which was used throughout
history to influence public opinion and it is
gaining a new dimension with the rising inter-
est of online social media. This paper presents
our submission to NLP4IF-2019 Shared Task
SLC: Sentence-level Propaganda Detection in
news articles. The challenge of this task is
to build a robust binary classifier able to pro-
vide corresponding propaganda labels, propa-
ganda or non-propaganda. Our model relies
on a unified neural network, which consists of
several deep leaning modules, namely BERT,
BiLSTM and Capsule, to solve the sentence-
level propaganda classification problem. In
addition, we take a pre-training approach on
a somewhat similar task (i.e., emotion clas-
sification) improving results against the cold-
start model. Among the 26 participant teams
in the NLP4IF-2019 Task SLC, our solution
ranked 12th with an Fj-score 0.5868 on the
official test data. Our proposed solution indi-
cates promising results since our system sig-
nificantly exceeds the baseline approach of the
task organizers by 0.1521 and is slightly lower
than the winning system by 0.0454.

1 Introduction

The most widely agreed upon definition of pro-
paganda was formulated by the Institute for Pro-
paganda Analysis (1937) and describes the phe-
nomenon as actions exercised by individuals or
groups with the purpose of influencing the opin-
ions of target individuals. This phenomenon was
present in the news industry throughout history.
However, the concern over the presence of propa-
ganda techniques in news articles has grown expo-
nentially since the rise of social media platforms,
especially after the massive impact it had in recent
political events, such as the US 2016 elections or
Brexit (Barron-Cedefio et al., 2019a).

Automating the detection of propaganda in
news articles is considered very difficult since pro-
paganda uses various techniques (Da San Mar-
tino et al., 2019) that, in order to achieve the
pursued effect, should not be discovered by the
target individuals. The Shared Task of Fine-
grained Propaganda Detection of NLP4IF work-
shop (Da San Martino et al., 2019) consists in
two tasks: FLC (Fragment-level Classification)
and SLC (Sentence-level Classification). We par-
ticipated in the SLC task which implied sentence-
level classification for the presence of propaganda.

Recently, a series of approaches have been stud-
ied in respect to language modeling to obtain a
deeper understanding of language (Devlin et al.,
2018; Peters et al., 2018; Radford et al., 2018).
Thus, the latest solutions of obtaining language
representations keep track of the word context to
model the relationship between words. Here, we
choose to use Bidirectional Encoder Representa-
tions from Transformers (BERT) embeddings as
it showed performance improvements on a se-
ries of Natural Language Processing (NLP) tasks,
such as the SQuAD v1.1 and SWAG datasets (De-
vlin et al., 2018). Moreover, we aim to study
the newly developed architecture of Capsule Net-
works (Sabour et al., 2017) which were first ap-
plied in the field of computer vision (Xi et al.,
2017). Between the word embeddings generated
by BERT and the Capsule layer, we integrate
a Bidirectional Long Short-Term Memory (BiL-
STM) (Schuster and Paliwal, 1997) layer to cap-
ture the semantic features of the human language
by cumulating prior and future knowledge for ev-
ery input token.

In our paper, we analyze the impact of dif-
ferent architectures based on the main compo-
nents previously mentioned in order to validate
our final unified model, namely BERT-BiLSTM-
Capsule. Moreover, we study the relationship be-
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Figure 1: BERT-BiLSTM-Capsule model architecture.

tween emotions and the presence of propaganda
by pretraining the BERT-BiLSTM-Capsule model
on an emotion labeled dataset. We therefore use
the learned weights as a starting point for training
on the propaganda dataset.

The remainder of the paper is structured as fol-
lows: in Section 2, we present an analysis of the
literature on the topic of propaganda detection, in
Section 3 we offer an in-depth description of our
system and in the Section 4 we present the exper-
imental setup and the results obtained in the SLC
challenge. Finally, we present the conclusions of
this work.

2 Related work

At first, the task of automated propaganda detec-
tion was approached as a subtask of the broader
problem imposed by fake news detection (Tray-
lor et al., 2019). The automated detection of fake
news has gained a massive interest in the research
community with the rise of machine learning al-
gorithms that enabled the development of power-
ful NLP techniques. One of the consecrated fake
news dataset was created by (Shu et al., 2018) and
the authors also presented an overview of the data
mining based techniques employed for this task
and their results in (Shu et al., 2017).

In recent research, propaganda detection in
news articles was approached as a standalone
problem (Da San Martino et al., 2019). The first
part of the task consists of creating a correctly la-
beled dataset. Some of the earlier works (Rashkin
et al., 2017) attempted labeling news outlets as
trustworthy or not and considering all the articles
published by an outlet as having the same label.
This method was proved inaccurate, as propagan-
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distic news outlets also publish objective articles
in order to gain readers’ trust. Barrén-Cedefio
et al. (2019a); Barrén-Cedeno et al. (2019b) de-
signed Proppy, a real time propaganda detection
system designed to monitor news sources, which
computes a propaganda index using a maximum
entropy classifier based on a variety of features
including n-grams, readability scores and lexicon
features. Baisa et al. (2017) introduced a corpus
of more than 5,000 Czech newspaper articles an-
notated for propaganda use, with a large set of fea-
tures extracted for each one.

Most recently, Da San Martino et al. (2019)
proposed a different annotation level, where not
only the articles are labeled individually in a bi-
nary way (propagandistic or non-propagandistic),
but also each fragment of a sentence containing
one of eighteen identified propaganda techniques
is labeled accordingly. The authors also test sev-
eral state-of-the-art NLP models such as BERT,
obtaining promising results in both binary classi-
fication and identifying individual propagandistic
fragments.

3 Methodology

3.1 BERT-BiLSTM-Capsule Model

In this subsection, a detailed description of the
BERT-BIiLSTM-Capsule model is presented. A
high-level overview of our model is illustrated in
Figure 1.

BERT Layer. In order to obtain word encod-
ings from the raw sentence, we use BERT (Devlin
et al., 2018). The BERT model is based on the
Transformer architecture (Vaswani et al., 2017)
which follows an encoder-decoder design com-
monly used in neural machine translation.



BERT model stacks multiple Transformer lay-
ers to obtain a deeper representation of the in-
put and applies a masking procedure on the token
sequence named Masking Language Model. In
contrast to the masking procedure used in Trans-
former architecture, which performs a sequential
masking of the words by replacing the words to
be predicted with a mask token, BERT masks a
percentage of words at random, determining the
bidirectional characteristic of the model. This pro-
cedure enables BERT to attain information sur-
rounding the masked word in both directions and
also enables a human-like approach in determin-
ing a missing word within a context.

BERT model comes in two sizes: BERT-Base
(L=12,H=768, A=12, # of parameters=110M) and
BERT-Large (L=24, H=1024, A=16, # of param-
eters=340M), where L. means layer, H means hid-
den, and A means attention heads. In our imple-
mentation, we used the BERT-Large model with
pretrained weights'.

The BERT model could take as input a sen-
tence or a pair of sentences depending on the task
in hand. The input sentence is represented by a
vector of indices, a mapping of the raw sentence
words into integer values accordingly to a dictio-
nary based on the BERT vocabulary.

In our model, we use a single sentence as input
to the BERT model. We extract the last encoder
layer as the output of the BERT layer, which will
be further used as input layer to the BiLSTM layer.
To decrease the chance of overfitting, we add a
spatial dropout layer (Srivastava et al., 2014) af-
ter the BERT layer.

BiLSTM Layer. The BiLSTM layer (Schuster
and Paliwal, 1997) takes as input the output of the
BERT model which returns a sequence V € R**¢
where ¢ is the number of encoded tokens returned
by the last BERT layer, matching the number of
tokens provided as input to the BERT model, and
d the dimension of the token encoding. The BiL-
STM layer consists of two LSTM layers which
processes the input from both left to right and vice
versa. Each LSTM produces a sequence of hidden
states h which encodes the current token and the
prior knowledge of the processed tokens. The re-
sulting hidden states of each LSTM cell for both
directions h; and h; are concatenated together for
each time step ¢ = 1...t with ¢ the number of
input tokens. The resulted sequence of ¢ hidden

'https://github.com/google-research/bert
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5.
states h; = My |E is then passed to the next layer.

Capsule Layer. The Capsule Networks
(Sabour et al., 2017; Hinton et al., 2018) proposed
a new approach in selecting the most salient fea-
tures extracted by precedent layers, acting as a
replacement for the more common Max Pooling
technique. The Max Pooling step implies drop-
ping the knowledge gathered by activation of sev-
eral neurons depending on the window of Max
Pooling and passing forward only the boldest fea-
tures, which might imply ignoring relevant infor-
mation. Capsule Networks not only overcome this
disadvantage but also propose a more intuitive ap-
proach in determining the presence of concepts by
grouping information from a hierarchical stand-
point, base concepts validating the existence of
more complex ones.

We used a two-layer Capsule Network to deter-
mine the relationship between concepts, a primary
capsule layer to capture the instantiated parame-
ters from previous layers and a convolutional Cap-
sule layer to determine the routing between cap-
sules.

The primary capsule layer applies a convolu-
tional operation over the sequence of hidden states
x € R from the previous layer where ¢ is the
number of embedded tokens and d the dimension
of the embedding. In our case, depending on the
chosen architecture, the embedding sequence =
comes from the recurrent layer or directly from
the output token embeddings of the BERT layer.
Connection between capsules is determined by a
procedure called routing-by-agreement.

12000 4

10000

8000 ~

6000 -

4000 -

Number of samples

2000 +

0 -

non-propaganda
Label

propaganda

Figure 2: Class label distribution for SLC propaganda
dataset.



Dense Layer. The results of the Capsule layer
are flattened, and a dense layer is stacked on top
of them. In order to make the model more robust
to overfitting, we add both a batch normalization
layer as well as a dropout layer. The output is
then passed to a final dense layer consisting of 2
neurons, one for each class, propaganda or non-
propaganda. Softmax activation is used over the
output layer to generate a probability distribution
over the two classes.

3.2 BERT-Emotion System

In our proposed model, we freeze the BERT trans-
former layers to preserve the already pretrained
weights and only fine-tune the BiLSTM, Capsule
and Dense layers. This procedure is applied with
success in the field of computer vision, transfer-
ring and freezing the weights of top-performing
models becoming a common practice in order to
conserve the feature extractive layers. This dras-
tically reduces the computational power required
for training step with a slightly lower perfor-
mance than fine-tuning all the BERT layers (Belt-
agy et al., 2019).

This procedure is applied in training of the
BERT-BiLSTM-Capsule model on both datasets,
i.e., propaganda and emotion. After training the
BERT-BiLSTM-Capsule model on the emotion
dataset, we use the learned weights to initialize the
model to be trained on the propaganda task. We
will further refer to it as BERT-Emotion.

4 Evaluation

4.1 Data

The SLC task provides a dataset containing 350
articles, annotated for the presence of propaganda
with two labels: propaganda and non-propaganda,
for the training step.

We use an additional dataset annotated for emo-
tion and perform a transfer learning step to ini-
tialize the weights of the BERT-BiLSTM-Capsule
model trained on the propaganda task. The emo-
tion dataset is obtained by unifying a series of
datasets annotated for different classes of emo-
tions. A solution’ of unifying multiple emo-
tion datasets was proposed by Bostan and Klinger
(2018). To this dataset, we add the Daily dialogue
dataset (Li et al., 2017) that contains 11,318 tran-
scribed dialogues manually annotated for 7 emo-
tions: neutral, anger, disgust, fear, happiness, sad-

*https://github.com/sarnthil/unify-emotion-datasets
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ness and surprise. The third dataset we use to
augment the emotion dataset is the Semeval-2019
Task 3 dataset (Chatterjee et al., 2019) containing
15k records for three emotion classes (i.e., happy,
sad and angry) and 15k records not belonging to
any of the previously mentioned emotion classes.
From the resulted dataset, only the entries anno-
tated for the 4 basic emotions are selected, namely
neutral, joy, anger and sadness.

4.2 Preprocessing

The provided dataset contains empty strings which
are labeled as non-propaganda. We extract all
the non-empty entries from the SLC dataset.
The obtained dataset contains 16,297 sentences.
The distribution between propaganda and non-
propaganda classes in the resulted dataset is illus-
trated in Figure 2.

Because the emotion dataset suffers from severe
class imbalance, we decided to restrict the number
of samples of the neutral class, which has the high-
est presence, to 30k entries. The class distribution
of the obtained emotion dataset is shown in Figure
3.
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Figure 3: Class label distribution for emotion unified
dataset.

We further split both the propaganda and emo-
tion datasets in train and validation sets with the
following ratio 0.9/0.1. Because the class distribu-
tion is not balanced, we preserve the initial distri-
bution in both splits to keep the validation results
relevant for the model’s performance.

For the preprocessing step, we use the BERT to-
kenizer to transpose each word into corresponding
index based on the BERT vocabulary. This vo-
cabulary contains entries for 30,522 tokens. The
resulting sentence encoding is delimited by the



[CLS] token at the start of the sentence and by the
[SEP] token at the end.

4.3 Experimental Settings

During the experiments, we use the Adam opti-
mizer (Kingma and Ba, 2014) with a learning rate
of 0.001 which decreases with a factor of 0.1 after
7 epochs of no improvement until a lower bound
of 10-e5. The BiLSTM hidden size is set to 200
and the second last dense layer has a size of 100.
The Dropout technique is used with a probability
of 0.12 on the features extracted by capsules and a
spatial dropout of 0.1 on the embeddings returned
by the BERT layer. For the Capsule layer, we also
use 10 capsules of dimension 10. The hyperpa-
rameters for our model were chosen empirically.
After performing the stratified splitting of the
propaganda dataset into training and validation
sets, the class distribution remains unchanged in
both splits, the propaganda and non-propaganda
classes maintaining the original ratio 0.72/0.28.
We use a weighted cross-entropy loss in order to
increase the amount of attention paid to samples
from an under-represented class. The weights as-
sociated for every class are computed as follow:

1 a
T M
Y
=1

where a, represents the number of samples of
class n in training set. A similar approach is used
in training the BERT-BiLSTM-Capsule model on
the emotion dataset.

4.4 Results

Effect of Various Model Parts. First, we study
the impact of each component of our BERT-
BiLSTM-Capsule model by removing one layer
at a time and retraining the resulted model on the
propaganda dataset. The ablation study on the
components of our model enables to objectively
choose the top performing architecture. Because
the F) score is the official metric by which the
challenge evaluation is made, we assess the per-
formance of each architecture with respect to it.

The results are shown in Table 1. The BERT-
BiLSTM-Capsule model outperforms the other ar-
chitectures by over 2.1% and achieves highest pre-
cision. Based on these results, we choose to use
the BERT-BiLSTM-Capsule model for the trans-
fer learning step.

Model Rec. Prec. Fy Acc.
BERT- 0.8557 0.8292 0.5909 0.7723
BiLSTM
BERT- 0.8506 0.8284 0.5870 0.7687
Capsule
BERT- 0.8126 0.8508 0.6164 0.7656
BiLSTM-
Capsule
Table 1: Ablation study of our BERT-BiLSTM-

Capsule model on the validation set. For each metric,
the best result is highlighted in bold.

Comparison with our Baselines. We test our
proposed solution against two baseline models to
validate our BERT-Emotion system. The baseline
methods are described below, and we report their
results in Table 2.

Model Rec. Prec. Fy Acc.
XG- 0.6737 0.4862 0.5648 0.6993
Boost

BERT- 0.7797 0.8543 0.6086 0.7490
Simple

BERT- 0.8082 0.8618 0.6338 0.7717
Emotion

Table 2: Comparative results against our base models
on the validation set. The best results are shown in
boldface.

First baseline model is represented by the sim-
ple BERT model in which we unfreeze the last
dense layer and add another dense layer of size
2 with softmax activation to map the obtained fea-
tures to the output propaganda classes. We will
refer to it as BERT-Simple.

As a second baseline model, we used an XG-
Boost classifier (Chen and Guestrin, 2016) based
on the following features:

e First, the lemma of the words was extracted
and the TF-IDF scores (Jones, 2004) were
computed for the n-grams obtained, with n =
1,2, 3.

e Secondly, parts of speech were tags were ex-
tracted using the NLTK Python package® and
the TF-IDF scores were computed for the tag
n-grams obtained, withn =1, 2, 3.

e Thirdly, TF-IDF scores were computed for
character n-grams, with n=1, 2, 3.

3https://www.nltk.org/



System Rec. Prec. I3
Ttuorp (1™%) 0.6648 0.6028 0.6323
BERT-Emotion  0.5747 0.5995 0.5868
(12" place)

SLC baseline 0.4941 0.3880 0.4347

Table 3: Comparative analysis against the official base-
line result as well as the best performer of the SLC task.
Our result is shown in boldface.
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Figure 4: Learning curve on the training set.

e Sentiment analysis features were obtained us-
ing the VADER tool (Hutto et al., 2015).

e Other lexical features were added, such as
number of characters, words, syllables and
the Flesch-Kincaid readability score (Kincaid
et al., 1975).

Leaderboard. We submitted for evaluation our
BERT-Emotion system and obtained competitive
results on the SLC task. In Table 3, we present our
results on the test set in comparison to the SLC
task baseline and the highest-ranking team.

Effect of Size of the Training Data. In order to
determine the correlation between the number of
samples provided in training set and the F score
obtained on the validation set, we choose to plot
the learning curve. Thus, we study the data insuf-
ficiency issue for our model and examine the pos-
sible need of a larger training dataset in achieving
a better performance. We split the training set in
10 blocks, every block employing a percent of the
original training dataset between 10% and 100%
with a step of 10%. In splitting the original train-
ing set, we maintain the original class distribution
to keep the relevance of the results. Figure 4 plots
the obtained results.

Our model’s performance on the validation set
is dependent on the dataset size until the Sth block
containing 50% of the original dataset, after which
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the learning curve reaches a plateau. This implies
not only that the amount of data provided for train-
ing is sufficient but also that our model has a good
understanding of the data, being capable to ab-
stract the knowledge needed for the propaganda
classification task and successfully generalize the
learned information on the new data.

5 Conclusions

In this paper, we described our system (BERT-
Emotion) submitted to the Shared Task of Fine-
grained Propaganda Detection of the NLP4IF
2019 workshop. We proposed a transfer learn-
ing approach by pretraining our BERT-BiLSTM-
Capsule model on a distinct task (i.e., emotion
classification), procedure which has proven to suc-
cessfully increase our system’s inference ability
on the target task (i.e., sentence-level propaganda
classification). We based our model on the BERT-
Large version for getting word embeddings in-
stead of classical pretrained embeddings and ex-
plore the promising design of Capsule Networks.

Our final system obtained substantial improve-
ments against competition official baseline and
our baseline systems as well. In the future, we
intend to adopt additional contextualized embed-
dings such as ELMo (Peters et al., 2018) and
FLAIR (Akbik et al., 2018) to test the BERT-
Emotion performance.
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