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Abstract

This paper proposes a way to improve the per-
formance of existing algorithms for text clas-
sification in domains with strong language se-
mantics. We propose a domain adaptation
layer learns weights to combine a generic and
a domain specific (DS) word embedding into
a domain adapted (DA) embedding. The DA
word embeddings are then used as inputs to a
generic encoder + classifier framework to per-
form a downstream task such as classification.
This adaptation layer is particularly suited to
datasets that are modest in size, and which are,
therefore, not ideal candidates for (re)training
a deep neural network architecture. Results
on binary and multi-class classification tasks
using popular encoder architectures, includ-
ing current state-of-the-art methods (with and
without the shallow adaptation layer) show the
effectiveness of the proposed approach.

1 Introduction

Domain Adaptation (DA) algorithms are becom-
ing increasingly relevant in addressing issues re-
lated to i) lack of availability of training data in
domains of interest and in ii) exploiting domain
idiosyncrasies to improve performance of out-of-
domain algorithms. While some state of the art
DA algorithms focus on improving on a down-
stream task, such as classification in bilingual or
crosslingual framework (Hangya et al., 2018) (Liu
et al., 2018), others (Zeng et al., 2018), (Shang
etal., 2018) focus on tackling DA at the word level
for various downstream applications such as clas-
sification, tagging etc.

Particularly, work by (An et al., 2018)
and (K Sarma et al., 2018) address the issue of
context-based domain adaptation within a single
language. The authors of both works argue that
word context causes significant changes, espe-
cially in document level sentiment associations.

The idea is illustrated by providing examples of
words such as ‘kill,” that has a more positive sen-
timent in a document describing video games than
when used in a news article. Similarly, words used
in social media and medical domains tend to be
atypical and idiosyncratic as compared to generic
language use.

DA algorithms and related transfer learning al-
gorithms are often successfully used to perform
sentiment analysis, where given a document, the
sentiment label for the document is to be deter-
mined. Since adaptation can be viewed as a shift
in the position of words within the embeddings
spaces across the domains of interest, shifts in the
spatial position of the words can be measured to
verify that the algorithm is indeed capturing do-
main knowledge. Once it is established that a
given DA method is capturing domain semantics
at the word level, the DA word embeddings can
then be used as input to an encoder-+classification
layer to perform sentiment analysis.

This paper applies a generic adaptation frame-
work to tasks that make use of domain seman-
tics. Contributions of this paper are fourfold. 1)
First, we propose a generic domain adaptation
layer that can be interfaced with any neural net-
work block with the aim of improving perfor-
mance on a downstream sentiment classification
task. ii) Second, we measure the significance of
the shift in word position when represented in a
generic embedding space and when represented in
the adapted embedding space. The strategy is to
construct DA word embeddings as in (K Sarma
et al., 2018) and make use of a seed lexicon
as in (Hangya et al., 2018) and (Mikolov et al.,
2013a). However, rather than use the seed lexicon
to transform words from two different domains
into a common space, we use the seed lexicon to
verify that the DA word embeddings have indeed
captured significant domain semantics. iii) We test

5549

Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing
and the 9th International Joint Conference on Natural Language Processing, pages 5549-5558,
Hong Kong, China, November 3-7, 2019. (©2019 Association for Computational Linguistics



our hypothesis on a recently introduced (Friedland
et al., 2017)! data set of tweets from Liberal and
Conservative Twitter users from the state of Wis-
consin. As illustrated in (An et al., 2018), polit-
ical discourse makes for an interesting setting to
study domain adaptation. (iv) Via thorough exper-
imentation we show that using a DA layer helps
improve the performance of standard architectures
on sentiment analysis tasks by 2 — 8% on various
binary and multi-class balanced and imbalanced
data sets. We also, show that our DA architec-
tures outperform sophisticated architectures such
as BERT, LR-Bi-LSTM, Self-attention by 1 — 2%.

The rest of this paper is organized as follows,
Section 2 discusses related work. Section 3 de-
scribes in detail, the proposed algorithm, Section 4
presents the experimental results and Section 5
concludes this work.

2 Related Work

This paper discusses domain adaptation tech-
niques and the applicability of existing algorithms
to diverse downstream tasks. Central themes of
this paper tie into word level domain semantics,
while being related to the overall objective of do-
main adaptation.

Recent work such as SEMAXIS (An et al.,
2018) investigates the use of word level domain
semantics for applications beyond sentiment anal-
ysis. The authors introduce the concept of a se-
mantic axis based on word antonym pairs to cap-
ture semantic differences across corpora. Simi-
larly, work by (Hamilton et al., 2016) captures do-
main semantics in the form of sentiment lexicons
via graph propagation. While both these lexical
based approaches are similar to the ideas of this
paper, a major difference is that like (K Sarma
et al., 2018), we do not make use of any prede-
fined domain specific lexicons to capture domain
semantics. Our idea is to use word occurrences
and contexts to provide a raw estimate of the do-
main semantics. Using generic embedding spaces
as baselines, adaptation is performed by project-
ing generic embeddings into a learned ‘adaptation’
space.

Typical downstream applications such as cross
lingual and/or multi-domain sentiment classifica-
tion, using algorithms proposed by (Hangya et al.,
2018), (Liu et al., 2018), make use of DNNs

'https://github.com/naacll8sublong/
Friedland

with RNN blocks such as BiLSTMs to learn both
generic and domain specific representations. Par-
ticularly, work focused on multi-domain sentiment
classification as in (Liu et al., 2016), (Nam and
Han, 2016), proposes building neural architectures
for each domain of interest, in addition to shared
representation layers across all domains. While
these techniques are effective, they are not ideal
in domains with limited data.

On the other hand work such as ELMo (Pe-
ters et al., 2018) and BERT (Devlin et al., 2018)
propose deeply connected layers to learn sentence
embeddings by exploiting bi-directional contexts.
While both methods have achieved tremendous
success in producing word (ELMo) and sentence
(BERT) level encodings that perform well in sev-
eral disparate NLP tasks such as question-answer
solving, paraphrasing, POS tagging, sentiment
analysis etc, these models are computationally ex-
pensive and require large amounts of training data.
Particularly when used in a transfer learning set-
ting, both algorithms assume that a large amount
of data is present in the source as well as the tar-
get domains. In contrast, our proposed adapta-
tion layer is particularly well suited in applications
with limited data in the target domain.

Our proposed algorithms depart from these ap-
proaches by capturing domain semantics through
shallow layers for use with generic encoder archi-
tectures. Since some of the most successful algo-
rithms in text classification (Kim, 2014) and sen-
tence embeddings (Conneau et al., 2017) make use
of CNN and BiLSTM building blocks, we suggest
a generic adaptation framework that can be inter-
faced with these standard neural network blocks to
improve performance on downstream tasks, par-
ticularly on small sized data sets.

3 Shallow Domain Adaptation

This section introduces a ‘shallow’ adaptation
layer?, to be interfaced with a neural network
based sentence encoding layer, followed by a clas-
sification layer. Figure 1 describes a generic
framework of the proposed model. Brief descrip-
tions of the three layers follow.

Adaptation Layer: Generic word embed-
dings from GloVe (Pennington et al., 2014) or
word2vec (Mikolov et al., 2013b) are combined
with an LSA-based (Deerwester et al., 1990) Do-

Codes for shallow adaptation will be made available
upon acceptance of paper for publication.
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Figure 1: This figure illustrates the three part neural
network model. The first part comprises of an adap-
tation layer, second, a generic sentence encoder and
the lastly a classification layer. Inputs to the shallow
adaptation layer are the generic and the domain spe-
cific (DS) word embeddings. Output of the adaptation
layer is the domain adapted (DA) word embedding.

main Specific (DS) word embedding using KCCA
as proposed in (K Sarma et al., 2018). Once the
KCCA projections (W; ¢, W; pg) for the generic
and DS word embeddings are obtained for a given
word ¢, weights « and 3 are learned such that
the domain adapted word embedding is W; p4 =
aw; g + Bw; ps. Weights o and 3 are learned by
a single CNN layer. Since this layer learns only
the weights used to obtain the DA embeddings, we
call this a ‘shallow’ adaptation layer.

The output of this layer (i.e., the DA embed-
dings), is used to initialize a generic sentence en-
coder. Output from the sentence encoder is sent to
a classification layer and the classification error is
back propagated to update weights of the adapta-
tion layer. By keeping the sentence encoder fixed,
(i.e., the parameters of the encoder are not updated
during back propagation), this method can be gen-
eralized for use with any pre-trained sentence en-
coder. This is advantageous, particularly in data
sets that are too small to be trained end-to-end.
Another advantage is that adaptation is not per-
formed on fully connected layers that need to be
trained end-to-end. This considerably reduces the
number of parameters that need to be learned.

Figure 2 illustrates the CNN encoder architec-
ture and the Adaptation Layer. Input to the adap-
tation layer is a word embedding of dimension 2d,
where d is the dimension of the generic and DS
embeddings. For a given word, the generic and
DS embeddings are concatenated and interleaved.
A single layer CNN learns v and 3 viaa 2 x 1
kernel. The domain adapted word w; p 4 is then
passed as input to the CNN encoder as shown in
the figure. Note that we also use this framework
with a BiLSTM sentence encoder as in (Conneau

et al., 2017) and is illustrated in Figure 2. Output
of the BiLSTM units is max-pooled to obtain the
sentence encoding.

Sentence Encoder: CNN encoder as in (Kim,
2014) and BiLSTM encoder proposed in (Con-
neau et al., 2017) are used to encode sentences in
this work. Since both models have been exten-
sively discussed in literature we shall skip elab-
orating on the basic model architectures. We re-
produced the basic encoder models for the experi-
ments in Section 4 with exception of few hyper-
parameters, since the choice of data sets in this
work differs from that of (Kim, 2014) and (Con-
neau et al., 2017).

Classification Layer: This layer learns weights
for multi-class classification using a soft-max
function.

3.1 Evaluating KCCA for Domain
Adaptation

In their work (K Sarma et al., 2018), the authors
demonstrate the effectiveness of KCCA based em-
beddings via classification experiments. However,
in order to verify that the word level adaptation
performed by the KCCA step can capture relevant
domain semantics, we perform the following ex-
periment.

3.2 Experimental Setup

Start with a dataset where language use is polar-
ized. For example, the language used in the tweets
of liberals likely differs from the language used in
the tweets of conservatives as they express opin-
ions on key political issues such as government,
immigration, border control etc. These two vo-
cabularies (Liberal and Conservative) are encoded
in DS embeddings which are each paired with a
generic embedding, and then again mapped into a
common DA space. The words in this common
space that are most different are then identified,
and compared to a ground truth/gold standard list
of keywords which represent ideas or concepts on
which the two groups of users are known to have
the most polarized opinions. Comparing the gold
standard list with the list derived from the DA em-
bedding demonstrates the efficacy of the method.
This experiment adopts the list of politically con-
tentious words that appear in (Li et al., 2017).
From the tokenized tweets of the users, con-
struct a vocabulary of words Vz;, and Vi, that
represent the Liberal and Conservative tweets re-
spectively. Domain specific (DS) word embed-
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Figure 2: Left: This figure illustrates the adaptation layer, that takes as input a 2d dimensional word embedding
containing the generic and DS KCCA projections and learns a d dimensional DA word embedding. This DA word
embedding is then input to the CNN encoder. The network can be optimized to learn only parameters « and 3 or
can be trained end to end to learn sentence embeddings and classifier weights as well. Right: This figure illustrates
the adaptation layer, out of which, the DA word embedding is then input to the BiILSTM+max-pooling encoder.
The entire network can be trained end-to-end to learn parameters « and 3 in addition to the sentence embedding
and classifier, or the network can be optimized to learn only the weights « and 5 and weights of the classifier.

dings are first constructed from Vz;, and Vioy,.
Then, KCCA projections are obtained for generic
GloVe embeddings and the DS word embeddings
for each user group, in order to construct DA word
embeddings for Liberal \\ DpA(Liv) and Conserva-
tive Wp, A(Con) USETS.

Next consider the set of common words in the
two vocabularies, i.e Veommon = Viie N Voon.
Perform a second KCCA to bring DA words in
Veommon from both Liberal V7, and Conservative
Vioon vocabularies into a common subspace. To
measure the ‘shift’ 1), calculate the /5 distance for
each word embedding Wi € Veommon,» 1.€

Y= ||Wi,DA(Lib) - Wi,DA(Con)HZ Vi € Veommon

(D

Words with large values of 1) are considered to
have shifted the most between the domains of lib-
eral and conservative users. Words are then or-
dered based on the magnitude of v, and cross ref-
erenced with words in the gold standard list.

In order to demonstrate that the KCCA can cap-
ture domain semantics when learning DA word
embeddings, the following section presents an
analysis against a random baseline.

3.3 Study of a random baseline

A random baseline is one that picks k£ words from
Veommon, randomly, and reports these k words as
having shifted the most with respect to word use

within tweets that correspond to Liberal and Con-
servative users. This random baseline follows a
hypergeometric distribution, which is a discrete
probability distribution that calculates the proba-
bility of obtaining k successes (of a sample with a
specific feature) from n draws, from a finite pop-
ulation of V', without replacement, where exactly
K samples contain the specific feature.

For example, suppose |Veommon| = V, and say
the number of words in the gold standard list are
K. Then the probability of the random baseline
picking k < K words out of n words is

(i) (i)
()

To calculate these probabilities for the KCCA-
DA word embeddings, we shall use the LibCon
data set of Section 3.1. A gold standard list of
136 key topics/concepts important to Liberals and
Conservatives is obtained from the study by (Li
et al., 2017), and additional details about the Lib-
Con data set and the gold standard list can be
found in Section 4.1.

From the LibCon data set |Veommon| = V' =
1573. Out of these 1573 words, there are 74 words
that are present in the gold standard list. Hence
K = 74. After obtaining the DA word embed-
dings for words in V.ommon and calculating the
shift ¢, we take the top 200 words that shifted

Pr(X =k) = )
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action cost dream help media reform women
amendment court education honor need republican  work
attack crisis fact hope order right world
budget deal force income pledge risk

burden debate freedom information  police rule

business debt fund insurance  poll school

candidate decision funding Jjustice power spending

care defense future labor president  state

class deficit generation leader problem truth

college democrat government leadership ~ program value

congress development  governor
control divide health

legislature  protection violence
legislation  race wealth

Table 1: This table presents 74 words representing key
political concepts common to Liberal and Conservative
users on Twitter. Words in bold are the ones that ‘shift’
the most (by [, distance) in use between Liberal and
Conservative users on Twitter.

most. From these words, at least 20 are present
in the gold standard list.

The number of words-of-interest in a sample
of 200 words forms a hypergeometric distribution
with mean p = n% ~ 9.4, and standard deviation
2.7984.

Direct calculation shows that the probability
of picking exactly 20 words from this subset is
Pr(X = 20) = 0.000346. Similarly, the prob-
ability that 20 or more would have been chosen by
chance is,

200

p=Y Pr(X=F) 3)

k=20

which, by numerical calculation, is p = 0.000524.
Such a result is highly unlikely to occur by chance.
Accordingly, the KCCA domain adapted word
embeddings are indeed capturing something sig-
nificant about the language usage in the domain.

Table 1 presents words from the gold standard
list with words in bold face indicating words that
shift the most across Liberal and Conservative do-
mains.

4 Experimental Results

The discussion in Section 3.1 provides motivation
for adopting the KCCA projections as a tool to
calculate DA word embeddings. These DA word
embeddings can be combined with standard neu-
ral network models to obtain sentence embeddings
that can be used to improve performance on down-
stream tasks such as sentiment analysis. To test the
effectiveness of our proposed approach, we con-
duct a series of binary (LibCon, MR and SST) and
multi-class (Beauty, Book and Music) classifica-
tion tasks, using our adaptation layer on top of sev-
eral standard architectures. The standard architec-
tures used in this paper are architectures that are

common in the current State-Of-The-Art (SOTA)
for sentence encoders (Conneau et al., 2017) and
multi-domain sentiment analysis (Liu et al., 2018).
These architectures are a BILSTM based architec-
ture followed by some sort of pooling and then a
soft-max classification layer.

Our main result is that using the proposed do-
main adaptation layer on top of existing architec-
tures helps improve the performance of the archi-
tecture by about 2 — 8%. Furthermore, we show
that basic architectures enhanced with our DA
layer outperform SOTA architectures built specif-
ically for domain adaptation and transfer learning
problems. We now give a description of the vari-
ous datasets that we use and the various baseline
algorithm used for our experimental comparisons.

4.1 Data Sets

Motivated by the fact that our DA layer is most
useful when the target dataset is of modest size,
we present our experimental results on three such
datasets. Furthermore, the text used in these
datasets often uses the same set of words to ex-
press clearly contrastive sentiments, thereby set-
ting up groups or domains of distinct word use
within a single data set.

LibCon: The LibCon (Liberal and Conservative)
data set is obtained from a study that aims towards
understanding, analyzing and modeling the chang-
ing landscape of political discourse of an entire
state over a duration of 10 years (Friedland et al.,
2017). A key aspect of this study is the use of
Twitter data to analyze the latent network struc-
ture among key players of Wisconsin’s political-
media ecology. To do this, data was drawn from
a collection of Twitter data housed at the UW-
Madison School of Journalism and Mass Commu-
nication. Data is drawn from a 10% sample of
Twitter messages worldwide from Twitter’s API
(Twitter 2012). Note that the period of data collec-
tion corresponds to the re-election efforts of Gov-
ernor Walker (of Wisconsin). Snowball sampling
is employed to identify important Twitter handles
active in four 28-day periods in the first half of
2012. A hand curated list of Twitter handles cor-
responding to key players in Wisconsin’s political
climate is identified. Combined with Twitter han-
dles of nationwide users that interact frequently
with users in this list, the final list of Twitter han-
dles of interest is formed.

Twitter handles are confirmed to their corre-
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sponding political associations by verifying their
party membership. The Twitter handle pool in-
cludes a balanced representation from Republican
and Democratic accounts. In depth description of
data collection methodologies and outcomes can
be found in (Friedland et al., 2017) and readers are
encouraged to consult this resource for additional
information. A subsample of 1000 tweets, each
from known Liberal (Democratic party) and Con-
servative (Republican party) users are considered
for experiments here.

Gold standard list of topics key to both Demo-
crat and Republican parties are obtained by ana-
lyzing primary debate data over a period of almost
20 years (1999-present) (Li et al., 2017). A combi-
nation of modeling techniques involving semantic
spaces and neural network architectures is used to
arrive at the final list of 136 top/key concepts such
as ‘Army’, ‘Border’, ‘Democracy’, ‘Justice’ etc.
Out of these 136 words, 74 occur in the LibCon
data set as seen in Table 1.

Movie Review: This is a benchmark
dataset (Pang and Lee, 2005) from which we
randomly sample 2500 positive and 2500 negative
reviews for experiments.

SST: The Stanford Sentiment Tree (SST) bank
is yet another standard benchmark data set with
reviews binarized to ‘positive’ or ‘negative’. Our
experiments use a 5000 sample training data set
and a pre-determined test set of 5000 points.

Beauty, Book, Music: These data sets each
consist of 6000 beauty product, book and music
reviews with a balanced distribution of three class
labels. This data set was introduced by (He et al.,
2018). Data is obtained by sampling from a larger
data set of product reviews obtained from Ama-
zon (McAuley et al., 2015). Labels are ‘positive’,
‘negative’ and ‘neutral’. An imbalanced setting
for each data set is also available, where roughly
80% of the data points are ‘positive’ and the re-
maining are ‘negative’ and ‘neutral’. Details about
number of data points for each data set can be
found in the supplement.

4.2 Baselines

For all test data sets, in addition to contrasting
the performance of the proposed adaptation layer
added to a CNN and BiLSTM encoder, we also
present comparisons against ‘Vanilla’® CNN and
BiLSTM encoders. For popular data sets like the
MR and SST data sets we present results against

some additional baselines, all of which are variants
of the basic vanilla RNN encoders. The baselines
that we used in this paper are,

BoW: In this standard baseline each sentence is
expressed as a weighted sum of its constituent
word embeddings. Weights used are raw word
counts. Both generic (GloVe) and DA word em-
beddings are used in this baseline. Note that the
DA embeddings used in this baseline are the same
asin (K Sarma et al., 2018),i.eaa = 8 =0.5

Vanilla CNN: A CNN based sentence classifica-
tion framework as introduced by (Kim, 2014) is
used as a ‘Vanilla’ CNN baseline.

Vanilla BiLSTM: A Basic BiLSTM encoder fol-
lowed by max pooling as proposed by (Conneau
et al., 2017) is used as the ‘Vanilla’ BiLSTM base-
line. Note that the vanilla baseline contains no ad-
ditional features like attention.

BERT: Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2018) is
a generic encoder framework that learns sentence
embeddings by jointly conditioning on both left
and right context in all layers. The Bert encoder
is generic and requires a tuneable output layer to
be learned in order to perform a chosen task. In
our work, we use the pooled output from the Bert
encoder to obtain sentence representations for all
our data and then learn weights for a classifier to
perform classification on the given data set.

Self-attention: A model that generates inter-
pretable, structured sentence embeddings using
Self-attention mechanism (Lin et al., 2017).

LR-Bi-LSTM: A model that imposes linguistic
roles to Bi-LSTM architectures (Qian et al., 2017).

DAS: The Domain Adaptive Semi-supervised al-
gorithm (He et al., 2018) is a transfer learning
based solution that performs sentiment classifica-
tion. In their experiments, the authors train on re-
view data from different source domains such as
book, music and electronics and test on a target do-
main such as beauty. In contrast, our method does
not train on these three sources; rather, it uses only
the Beauty reviews to learn the DS word embed-
dings (and then combines these with the generic
pretrained embedding to learn the DA embedding
used for classification. On the balanced data sets,
metric reported is Accuracy, the same used by (He
et al., 2018). On the imbalanced data sets, in addi-
tion to accuracy we report micro f-score.
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4.3 Experimental methodology

The LibCon, MR and Beauty, Book and Mu-
sic data sets do not have dedicated train/dev/test
splits, so we created 80/10/10 splits. For the SST
dataset we make use of pre-defined test data set
of 2210 data points. When pre-tuned models are
available, such as for BERT, we further fine-tune
it using our train/dev splits. All the baselines use
the same splits of data.

Hyperparameters: All word embeddings-
GloVe, DS and KCCA projections used to obtain
the DA embeddings are of dimension 300. Both
the CNN and BiLSTM encoders learn sentence
embeddings of 300 dimensions on all data sets,
except on the LibCon data set where the CNN en-
coders have a filter size of 120. Dropout proba-
bility is set to 0.5. The rest of the hyperparame-
ters used are the same as in (He et al., 2018) and
are found in the supplement.When using BERT,
the ‘bert-base-uncased’ model is used to obtain
sentence embeddings. Pooled output from the
BERT encoder is used to represent the input sen-
tence. The classifier learned during tuning on the
train data sets is similar to the linear classifica-
tion layer introduced in the BERT classification
framework, with the exception of an additional
Tanh activation. The additional Tanh activation
function was used in order to obtain comparable
results for BERT and other baselines. The size
of test data is particularly challenging for a large
model like BERT that has several learnable param-
eters, even when used only for fine-tuning the pre-
trained model. The BERT classification frame-
work is reproduced for use in our experiments, re-
flecting the original tuning scripts to the best of
our ability. Additional information about hyper-
parameters can be found in the supplement.

4.4 Results

Table 2 presents results on the LibCon and the bal-
anced (B) and imbalanced (I) Beauty, Book and
Music data sets and Table 3 presents results on the
SST and MR data sets. The performance metric
reported in both tables is accuracy with with addi-
tional micro f-scores reported in Table 2.

From Table 2, it is observed that on the Lib-
Con data set, where we have a considerable differ-
ence in language use between the two groups of
users, the adapted BiLSTM and adapted CNN per-
form much better than the vanilla baselines. Fur-
thermore, our proposed adaptation layer improves

the performance of the Vanilla BILSTM to surpass
the performance of fine-tuned BERT. Note that the
BERT encoder is pre-trained on all of Wikipedia,
a much larger training data set than used for train-
ing the Adapted BiLSTM encoder. The adapted
BiLSTM and CNN encoders also outperform DAS
on the multiclass Beauty, Book and Music data
sets. Performance of LSTMs for text surpass that
of CNNs as seen in current literature. This obser-
vation is consistent in our results as well. Since
the DAS baseline makes use of a CNN encoder,
it is expected that a very basic LSTM such as the
Vanilla BiLSTM would perform much better than
any CNN framework. Results Table 4 strengthens
our hypothesis that the adaptation layer is partic-
ularly well suited for small training and test data
regimes.

Note that on the MR data set, the performance
of fine-tuned BERT is lower than the BiLSTM
baselines. While the size of training data used
to optimize BERT, makes the encoder an excel-
lent generic sentence encoder, the small size of the
tuning data sets poses a considerable challenge.
This is because, when the BERT encoder is fine
tuned for a particular task, output from the en-
coder is treated as a fixed feature on top of which
it learns a task specific layer. Using pre-trained
BERT provides a high quality feature vector that
can be used for applications on generic data sets,
but this does not assure good performance when
tuned on a small data set where words may be used
idiosyncratically. On the other hand, on a highly
polarized data set like the LibCon data set, while
the distinct linguistic features enable the BERT en-
coder to capture good sentence embeddings, the
size of the data set still poses a challenge.

Varying Size of Training Data: To further illus-
trate the effectiveness of our method on data sets
with limited training data, we train the Vanilla and
adapted BiLSTM and CNN encoders with even
smaller samples of the training data. Our results
are consistent on varying size of data sets and per-
formance metrics for the same can be found in the
supplement. Table 4 compares accuracy on the
MR and SST data sets, of Vanilla and adapted en-
coders trained with 1000 and 2500 points. Repeat-
ing this experiment with BERT resulted in tremen-
dous over-fitting on the test set and so we do not
present results from BERT in Table 4.

Qualitative analysis of DA word embeddings:
Here we present a small analysis of the DA embed-
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Beauty (I)

Book (I)

Music (I)

Algorithm Acc on LibCon | Acc on Beauty (B) | Acc on Book (B) | Acc on Music (B) Ace T Foscore | Ace T Eoscore | Ace | Foscore
BoW (GloVe) 64.0 56.18 69.1 66.5 74.8 748 | 66.08 | 66.08 | 758 75.8
BoW (DA embeddings, o = 3 = 0.5) 65.3 59.02 71.9 67.6 75.12 | 75.12 67.0 67.0 7712 | 77.12
Vanilla CNN 61.36 61.7 66.5 61.5 74,5 74.6 76.8 78.1 71.5 71.5
Vanilla BILSTM 68.5 75.6 77.6 80.0 843 843 834 834 842 842
Adapted CNN 63.24 62.8 71.0 63.5 80.1 75.0 78.0 76.6 78.1 78.1
Adapted BiLSTM 72.1 71.3 80.3 81.5 85.2 85.2 84.7 84.7 85.6 85.6
BERT 70.3 - - - - - - - - -
DAS N/A 56.0 67.6 58.6 54.8 61.06 55.1

Table 2: This table reports performance (accuracy score) of the baseline algorithms on the LibCon and Beauty,
Book and Music data sets in balanced and imbalanced setting. Micro F-score is reported on the imbalanced Beauty,
Book and Music data sets as well. Bold face indicates best performing algorithm.

Algorithm Accuracy on MR | Accuracy on SST
BoW (Generic) 75.7% 48.9%

BoW (DA embeddings) | 77.0* 49.2%

Vanilla CNN 72.5% 49.06*

Vanilla BiLSTM 81.8* 50.3*
LR-Bi-LSTM 82.1 50.6
Self-attention 81.7 48.9

Adapted CNN 80.8* 50.0%

Adapted BiLSTM 83.1* 51.2

BERT 74.4% 51.5

Table 3: This table reports performance (Accuracy) on
the MR and SST data sets. Results with * indicate that
performance metric is reported on the test dataset after
training on a subset of the original data set. Bold face
indicates best performing algorithm

Algorithm Accuracy on MR | Accuracy on SST
Vanilla CNN (1000 pts) 65.1 48.8

Adapted CNN (1000 pts) 74.7 49.6

Vanilla BILSTM(1000 pts) 76.9 50.08

Adapted BiLSTM (1000 pts) | 78.1 50.3

Vanilla CNN (2500 pts) 66.5 49.0

Adapted CNN (2500 pts) 77.4 50.7

Vanilla BILSTM(2500 pts) 78.8 50.2

Adapted BiLSTM (2500 pts) | 80.1 51.0

Table 4: This table presents the accuracy obtained by
Vanilla and adapted baselines on smaller subsamples of
the training data for the MR and SST data sets.

dings obtained from the weights learned via the
shallow adaptation layer. The analysis presented
here is on the Book review data set consisting
of roughly 10000 unique word tokens. Weights
learned via the CNN encoder on this data set are
a = 0.7145 and § = 0.3994. To compare the
DA embeddings against the GloVe common crawl
embeddings, we first standardize both sets of em-
beddings to have an average norm of 1. Then we
compute shift via the /o distance as described in
Section 3.1. Out of 100 most shifted words, Ad-
jectives (21%) and Adverbs (22%) such as ‘emo-
tional’, ‘profound’ and ‘emotionally’ and ‘obvi-
ously’ shift the most. These words are used ex-
tensively when writing reviews about books. On
the other hand words that shift the least are Nouns

(69%) such as ‘Higgins’, ‘Gardner’ and ‘Schaf-
fer’ that correspond to author and character names.
This observation is consistent with the domain
adaptation hypothesis. A data set of book reviews
will use Adjectives and Adverbs differently in-
domain as opposed to out-of-domain. On the other
hand, Nouns and Noun Phrases such as character
and author names remain fixed regardless.

5 Conclusions and Future Work

This paper shows that domain semantics captured
in adapted word embeddings can improve the
performance of (pre-trained) encoders in down-
stream tasks such as sentiment classification; par-
ticularly on data sets where obtaining data suffi-
cient enough for tuning pre-trained encoders or
for end-to-end training is difficult. Experiments
show the effectiveness of the method in binary
and multiclass classification tasks. The proposed
framework outperforms competing transfer learn-
ing based algorithms in overcoming limitations
posed by the size of training data, while learn-
ing fewer parameters than an end-to-end trained
network along with obtaining better results on
classification tasks. Recent work that focuses on
capturing domain semantics in word embeddings,
demonstrate the effectiveness of such approaches
mostly via performance on a downstream task
such as sentiment analysis/classification alone. In
Section 3.1 we provide a simple yet effective
demonstration of how techniques such as KCCA,
that are used to capture domain semantics, can
capture relevant semantics in the learned word
embeddings. As future work, we will interface
the adaptation layer for use recently introduced
large scale language models such as BERT. Due
to size and memory complexities of available im-
plementation of large scale language models such
as BERT, an easy integration with our proposed
adaptation framework does not currently exist.
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