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Abstract

We consider a document classification prob-
lem where document labels are absent but only
relevant keywords of a target class and unla-
beled documents are given. Although heuristic
methods based on pseudo-labeling have been
considered, theoretical understanding of this
problem has still been limited. Moreover, pre-
vious methods cannot easily incorporate well-
developed techniques in supervised text clas-
sification. In this paper, we propose a theo-
retically guaranteed learning framework that is
simple to implement and has flexible choices
of models, e.g., linear models or neural net-
works. We demonstrate how to optimize the
area under the receiver operating characteristic
curve (AUC) effectively and also discuss how
to adjust it to optimize other well-known eval-
uation metrics such as the accuracy and F1-
measure. Finally, we show the effectiveness of
our framework using benchmark datasets.

1 Introduction

Supervised text classification is a traditional prob-
lem in natural language processing that has been
studied extensively (Nigam et al., 2000; Sebas-
tiani, 2002; Forman, 2003; Joulin et al., 2016). In
this problem, we are given a set of labeled text
documents and the goal is to construct a classifier
that can classify an unseen document effectively.
There are many useful applications for text clas-
sification, e.g., sentiment classification (Liu and
Zhang, 2012; Medhat et al., 2014), biomedical text
mining (Cohen and Hersh, 2005; Huang and Lu,
2015), and social media monitoring (Zeng et al.,
2010; Hu and Liu, 2012).

In the real-world, it is impractical to expect
that labeled data can always be obtained abun-
dantly. For example, given big data of unlabeled
texts, it can be very time-consuming and costly
for the labeling task so that we can apply a super-

vised text classification method. Another exam-
ple is when the label information is protected due
to privacy concerns. These bottlenecks motivate
researches on weakly-supervised learning (Zhou,
2017), which focuses on devising a machine learn-
ing method that can learn effectively although a lot
of labeled data are not accessible.

An alternative is to provide keywords as a hint
for classifying a document to a target class. Intu-
itively, this approach can be much cheaper when
the number of documents is huge since the num-
ber of keywords does not necessarily grow linearly
with the number of documents. Dataless classifi-
cation is a text classification problem where we are
given keywords for each class and unlabeled doc-
uments (Chang et al., 2008; Song and Roth, 2014;
Chen et al., 2015; Li and Yang, 2018). Note that
we do not have access to any labeled documents.

In this paper, we investigate dataless classifica-
tion in the situation where only the keywords of
the target class are given. We regard documents of
a class that we have relevant keywords as positive
and others as negative. Unlike dataless classifica-
tion, we have access to only the keywords of the
positive class. This problem setting can be consid-
ered more difficult than the traditional one since
one can always reduce dataless classification to
this problem by ignoring negative keywords. This
scenario is also highly relevant when the informa-
tion about negative classes cannot be explicitly de-
scribed, e.g., in the information retrieval task, we
may only have information about the target class
of interest.

This problem setting has already been consid-
ered by Jin et al. (2017), where they called it
lightly-supervised one-class classification. To the
best of our knowledge, existing work in data-
less classification and lightly-supervised one-class
classification neither provide a theoretical guaran-
tee, nor have flexible choices of models and opti-
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mization algorithms for this problem.
The goal of this paper is to formalize lightly-

supervised one-class classification and develop
a reliable and flexible framework to handle this
problem effectively. To achieve this goal, we pro-
pose a framework that has a theoretical guarantee
and allows practitioners to have flexible choices to
maximize the performance, e.g., neural network
architectures such as convolutional neural net-
works (Zhang et al., 2015) or recurrent neural net-
works (Lai et al., 2015). They can also pick an op-
timization method that is suitable for their model
such as Adam (Kingma and Ba, 2014) or AMS-
Grad (Reddi et al., 2018). These advantages allow
us to utilize well-developed supervised-learning
text classification methods in our framework.

We point out that the problem of lightly-
supervised one-class classification is highly re-
lated to binary classification from corrupted la-
bels. Intuitively, the common idea to solve this
problem is to use keywords to pseudo-label given
documents then performs classification (Jin et al.,
2017). However, pseudo-positive and pseudo-
negative labels are unreliable since they can be
incorrectly labeled. Thus, the learning method
should be robust against label corruption. In our
framework, we also use relevant keywords to split
unlabeled data into two sets. Then, the key idea
is to employ a method based on an empirical risk
minimization framework (Vapnik, 1998) with a
loss function that benefits from a symmetric con-
dition to maximize AUC (Charoenphakdee et al.,
2019). We justify the soundness of our method by
proving that our proposed framework gives a con-
sistent estimation of the true expected AUC risk as
long as the divided two sets have different propor-
tions of positive data. We elucidate this theoretical
result by providing an estimation error bound for
AUC maximization using a Rademacher complex-
ity measure. Furthermore, we discuss how to ad-
just our method to optimize other evaluation met-
rics, which are the accuracy and F1-measure. We
also illustrate that label corruption may cause a
classifier to pick a wrong decision boundary and
suggest to adjust the threshold on the basis of the
proportion of positive data in unlabeled data.

2 Preliminaries

In this section, we introduce the notation, review
AUC, and an empirical risk minimization frame-
work for optimizing AUC.

Table 1: Examples of loss functions. A symmetric loss
is a loss function such that `(z) + `(−z) = K, where
K is a positive constant.

Loss name `(z) Symmetric
Logistic log(1 + e−z) ×
Squared (1− z)2 ×
Zero-one −1

2sign(z) +
1
2 X

Sigmoid 1
1+exp(z) X

2.1 Notation

Let x ∈ X be a pattern in the input space X and
y ∈ {−1, 1} be a label. We denote g : X → R as
a prediction function. Let EP[·] and EN[·] denote
the expectation over the class-conditional proba-
bility p(x|y = 1) and p(x|y = −1), respectively.
Moreover, let π denote a class prior p(y = 1), i.e.,
the proportion of positive data.

Loss functions that we will discuss in this pa-
per are in the family of margin losses, where a
loss receives one argument ` : R → R. This loss
family covers a lot of well-known losses (Bartlett
et al., 2006), e.g., the logistic loss, squared loss,
and hinge loss. We define the zero-one loss as
`0-1(z) = −1

2sign(z) +
1
2 , where sign(g(x)) = 1

if g(x) > 0, −1 if g(x) < 0, and 0 otherwise.
Finally, we consider a symmetric loss as a mar-
gin loss `sym that satisfies the symmetric condition
`sym(z) + `sym(−z) = K, where K is a positive
constant. Examples of such losses are the zero-one
loss and sigmoid loss (Ghosh et al., 2015). Table 1
provides examples of margin losses in binary clas-
sification.

2.2 Area under the Receiver Operating
Characteristic Curve (AUC)

AUC is an evaluation metric for a bipartite rank-
ing task (Cortes and Mohri, 2004; Menon and
Williamson, 2016), where we want to find a func-
tion that outputs a higher value for positive data
than negative data. Moreover, AUC is also a
popular metric for a classifier under class imbal-
ance (Menon et al., 2015). It is also known in
the literature of statistics as the Wilcoxon-Mann-
Whitney statistic (Mann and Whitney, 1947; Han-
ley and McNeil, 1982).

Let us consider the AUC risk, i.e., bipartite
ranking risk (Narasimhan and Agarwal, 2013):

R`0-1
AUC(g) = EP

[
EN

[
`0-1(g(x

P
i )− g(xN

j ))
]]

.
(1)
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Figure 1: An overview of the framework. Blue documents indicates clean positive data and red documents denote
clean negative data in the two sets of data divided by the pseudo-labeling algorithm. Note that labels are not
observed by the framework. Sect. denotes a section that describes the procedure for each step.

Then, AUC is defined as AUC(g) = 1−R`0-1
AUC(g).

It is important to note that unlike many other eval-
uation metrics, we can evaluate AUC without de-
ciding the threshold for a function g. In this paper,
we will show that optimizing AUC in our problem
setting has a great advantage when no information
about the threshold is given since we only have
keywords and unlabeled documents.

2.3 Empirical Risk Minimization (ERM) for
AUC Maximization

Here, we review a widely used framework in ma-
chine learning called the ERM framework (Vap-
nik, 1998) for AUC maximization.

The goal of AUC maximization is to minimize
the AUC risk in (1) with respect to the zero-one
loss R`0-1

AUC(g) (Menon and Williamson, 2016).
Although the goal is to minimize the bipar-

tite ranking risk with respect to the zero-one loss
`0-1, a surrogate loss `, e.g., the logistic loss or
the squared loss, is instead applied in practice
since minimizing `0-1 is computationally infeasi-
ble (Ben-David et al., 2003; Zhang, 2004; Bartlett
et al., 2006; Feldman et al., 2012). Note that we
cannot directly minimize the AUC risk in our set-
ting since we do not have access to the positive
and negative distributions.

To explain the ERM framework for bipartite
ranking, in this section, let us assume that we
are given positive data {xP

i }
nP
i=1 and negative data

{xN
j }

nN
j=1 drawn from the class-conditional prob-

ability densities p(x|y = 1) and p(x|y = −1),
respectively. Having access to positive and nega-
tive data, the ERM framework suggests us to mini-
mize the following empirical risk (Yan et al., 2003;
Cortes and Mohri, 2004):

R̂`AUC(g) =
1

nPnN

nP∑
i=1

nN∑
j=1

`(g(xP
i )− g(xN

j )).

(2)

With the given training data and a surrogate loss `,
we can minimize R̂`AUC(g). This risk estimator
R̂`AUC(g) is an unbiased and consistent estimator
of the true AUC risk (1), which means it converges
to the true AUC risk as the number of data in-
creases (Yan et al., 2003; Herschtal and Raskutti,
2004; Gao and Zhou, 2015).

Note that in practice, it is common to apply
a regularization method for controlling the bias-
variance trade-off of the estimator to avoid over-
fitting. In this paper, we adopt the ERM frame-
work for minimizing the AUC risk. Note that one
challenge of our problem is that we cannot apply
the standard AUC risk directly since we have no
access to any labeled data.

3 Problem Formulation

In this section, we formulate the problem of learn-
ing from keywords and unlabeled data. We are
given a set of relevant keywords W := {wj}nW

j=1,
and unlabeled documents drawn from the follow-
ing distribution:

XU := {xU
i }

nU
i=1

i.i.d.∼ pπ(x),

where

pπ(x) = πp(x|y = 1) + (1− π) p(x|y = −1).

The evaluation metric defines the goal of this prob-
lem. For example, if we want a ranking function
that outputs a large value for positive data, and
small otherwise, the well-known evaluation met-
ric is AUC (Agarwal et al., 2005). We will discuss
other evaluation metrics, which are the accuracy
and F1-measure in Section 4.3.

4 Proposed Framework

In this section, we propose a novel framework for
handling this problem systematically. The frame-
work consists of three parts. First, we use relevant
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keywords to extract pseudo-positive data from the
unlabeled data. Then, we employ a symmetric loss
function for AUC optimization within the empiri-
cal risk minimization framework. Finally, we ad-
just the threshold of a trained AUC maximizer to
further optimize other evaluation metrics. Figure 1
shows an overview of our framework.

4.1 Pseudo-labeling
Here, we propose a simple pseudo-labeling
method. We want to emphasize that we do not
expect that a pseudo-labeling algorithm is perfect,
i.e., pseudo-positive documents may contain neg-
ative documents. In Section 4.2, we show that
it is possible to maximize AUC effectively even
though the labels are highly corrupted.

Since we focus on proposing a general frame-
work that can be used in a wide range of text clas-
sification tasks, we use a simple pseudo-labeling
method. In practice, one can incorporate prior
knowledge such as the specific characteristic of
documents to develop a sophisticated and poten-
tially better pseudo-labeling algorithm to further
enhance the performance. Our simple pseudo-
labeling method is a ranking score based on the
document similarities with the cosine similarity
between unlabeled documents and keywords. Al-
though we assume some keywords are given, it is
hard to guarantee that the given keywords are suf-
ficient to learn effectively. Hence, it is reasonable
to sample more similar words to given keywords.
In this paper, we used the GloVe model to find
similar words (Pennington et al., 2014). With a
sufficient number of keywords, we calculate the
cosine similarity between the set of extended key-
words set and each unlabeled document by simply
merging all keywords and extended keywords into
one document and measure the similarity between
this keyword document and each unlabeled docu-
ment. Finally, we pseudo-label documents to pos-
itive if their cosine similarities are in the top-φ%.

4.2 AUC Optimization from Corrupted
Labels

After applying Algorithm 1, we can obtain two
sets of data, which we call them a corrupted pos-
itive set and a corrupted negative set. Let us de-
fine θ, θ′ ∈ [0, 1], which indicate the proportion of
positive data for the corrupted positive and nega-
tive sets, respectively. We assume a mild condition
that our pseudo-labeling method can split the data
such that the corrupted positive set has a higher

Algorithm 1: A pseudo-labeling algorithm

Input: Unlabeled documents {xU
i }

nU
i=1,

keyword set W := {wj}nW
j=1, threshold

φ ∈ [0, 100], weight of original
keywords α ∈ N, sampling factor
γ ∈ N.

Output: two sets of pseudo-labeled
documents XCP and XCN

XCP := {}; XCN := {}
foreach wj do

Add additional (α-1) of wj to W ;
Find top-γ similar words to wj
Wsim := {wij}

γ
i=1;

Add Wsim to W ;
end
Compute similarity si between one document
that merges all keywords
W = {wj}(α+γ)nW

j=1 and each document xU
i ;

foreach xU
i do

if si > 0 and in the top-φ(%) then
Add xU

i to XCP;
else

Add xU
i to XCN;

end
end
return XCP, XCN

proportion of positive data than another set, i.e.,
θ > θ′. Then, we formulate the data from the two
sets as

XCP := {xCP
i }

nCP
i=1

i.i.d.∼ pθ(x),

XCN := {xCN
j }

nCN
j=1

i.i.d.∼ pθ′(x),

where

pθ(x) := θp(x|y = 1) + (1− θ)p(x|y = −1),
pθ′(x) := θ′p(x|y = 1) + (1− θ′)p(x|y = −1).

XCP and XCN are the sets of corrupted pos-
itive and corrupted negative data, respectively.
We utilize the fact that optimizing AUC can
be performed effectively even when the data is
highly corrupted by using a symmetric loss func-
tion (Charoenphakdee et al., 2019). More specifi-
cally, let us consider a corrupted AUC risk. First,
let us define Eθ and Eθ′ as the expectation over
pθ and pθ′ , respectively. A corrupted AUC risk is
defined as

R`AUC-Corr(g) = Eθ[Eθ′ [`(g(x)− g(x′)))]]. (3)
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Intuitively, the risk (3) is minimized by a function
g that gives a higher value on corrupted positive
data over corrupted negative data. The following
theorem establishes the relationship between the
clean AUC risk and corrupted AUC risk.

Theorem 1 (Charoenphakdee et al. (2019)). Let
ϕ`(x,x′) = `(g(x) − g(x′)) + `(g(x′) − g(x)).
Then R`AUC-Corr(g) can be expressed as

R`AUC-Corr(g) = (π − π′)R`AUC(g)

+ (1− π)π′EP[EN[ϕ
`(xP,xN)]]︸ ︷︷ ︸

Excessive term

+
ππ′

2
EP′ [EP[ϕ

`(xP′
,xP)]]︸ ︷︷ ︸

Excessive term

+
(1− π)(1− π′)

2
EN′ [EN[ϕ

`(xN′
,xN)]]︸ ︷︷ ︸

Excessive term

.

Theorem 1 shows that minimizing the corrupted
risk R`AUC-Corr(g) implies minimizing both the
clean risk R`AUC(g) and excessive terms. How-
ever, since we only aim to minimize the clean
risk, minimizing the corrupted risk may not ef-
fectively minimize the clean risk since excessive
terms can be minimized instead and lead to over-
fitting. Charoenphakdee et al. (2019) showed that
with a specific class of losses, excessive terms be-
come constant. The following theorem suggests
that by using a family of symmetric losses, the
corrupted AUC risk can be expressed as an affine
transformation of the clean AUC risk.

Theorem 2 (Charoenphakdee et al. (2019)). Let
`sym be a symmetric loss such that `sym(z) +
`sym(−z) = K, where K is a positive constant.
Then, R`symAUC-Corr(g) can be expressed as

R
`sym
AUC-Corr(g) = (θ − θ′)R`symAUC(g)

+
K(1− θ + θ′)

2
.

According to Theorem 2, we can optimize AUC
by using a symmetric loss without estimating θ
and θ′ and do not suffer from excessive terms.
This insight was also suggested by Menon et al.
(2015), but they focused on more general losses,
while it has been shown that using a symmet-
ric loss can be preferable (Charoenphakdee et al.,
2019). Our experiments also support that using a
symmetric loss is preferable, while using a non-
symmetric loss still provided reasonable perfor-
mance. Similarly to AUC, we can also maximize

the balanced accuracy effectively with a symmet-
ric loss (see van Rooyen et al. (2015); Charoen-
phakdee et al. (2019) for more details on the bal-
anced accuracy). Since the result of Charoen-
phakdee et al. (2019) only suggests that the mini-
mizer of the corrupted risk and clean risk are iden-
tical, we provide a theory to explain why a more
accurate pseudo-labeling algorithm can improve
the performance by proving an estimation error
bound in Section 5.

4.3 Optimizing Accuracy and F1-measure
Here, we review other evaluation metrics and dis-
cuss how to adjust our framework for optimiz-
ing other evaluation metrics. Many evaluation
metrics can be optimized if a suitable threshold
and p(y = 1|x) are known (Yan et al., 2018),
e.g., sign[p(y = 1|x) − 1

2 ] is the Bayes-optimal
solution for the accuracy. It is known that the
Bayes-optimal solution of AUC maximization is
any function that has a strictly monotonic relation-
ship with p(y = 1|x) (Menon and Williamson,
2016). Therefore, finding an appropriate thresh-
old with an AUC maximizer can give an effective
classifier (Narasimhan and Agarwal, 2013).

For the accuracy and F1-measure, we propose
to optimize AUC first and then adjust the threshold
to optimize other metrics. It is important to em-
phasize that a big challenge behind this problem
is that there is no information about the threshold
from given data since all given data are unlabeled.

Without additional assumptions, we argue that
it is theoretically impossible to draw an opti-
mal threshold to optimize the accuracy and F1-
measure for this problem. Unlike supervised-
learning, where we have positive and negative
data, the threshold information is provided from
labels and we can draw the decision boundary ac-
cordingly. On the other hand, one can learn a bi-
partite ranking function effectively by AUC opti-
mization in our setting, which suggests the idea to
learn a reliable ranking function first, and then ad-
just the threshold.

Suppose that we know the proportion of positive
data π in the training data and the class prior of the
training and test data are identical. A reasonable
threshold β ∈ R can be given as

π =

∫
sign(g(x)− β)pπ(x)dx. (4)

Intuitively, we use a threshold β that decides
the top proportion π as positives and negative oth-
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erwise, which can optimize the accuracy effec-
tively. This threshold is known as a precision-
recall breakeven point, where it is the point where
the precision equals to recall (see Kato et al.
(2019) for its proof). Therefore, it is a reasonable
threshold for the F1-measure since it is a harmonic
mean of precision and recall. With unlabeled doc-
uments and π, we can decide β that satisfies the
empirical version of Eq. (4).

Existing methods, which may learn a threshold
without knowing π, may actually learn a wrong
threshold. Table 3 illustrates the failure of a de-
fault threshold when learning a classifier in noisy
environments and Table 4 shows that much bet-
ter performance on F1-measure and accuracy can
be recover by adjusting the threshold with Eq. (4).
Regarding the assumption that training and test
class priors are identical, it is the common assump-
tion if we want to use these metrics for evaluation
and is implicitly assumed in the existing work (Jin
et al., 2017). If the class priors are not identical,
we suggest not to use these metrics since it can be
misleading because a good F1-measure in training
data cannot guarantee a good F1-measure in the
test data. In real-world applications, such situa-
tions may occur when we do not collect unlabeled
data directly from the test environment or the test
environment is prone to be changed over time. If
it is impossible to estimate π or the test condition
can be changed, we suggest to use other evaluation
metrics such as AUC or precision at k.

5 Theoretical Analysis

In this section, we provide a theoretical guaran-
tee for our method. Although it has been shown
that the risk minimizer of corrupted data is identi-
cal to that of clean data (Charoenphakdee et al.,
2019), the existing work cannot explain why a
good pseudo-labeling algorithm can give a better
performance. Throughout this section, we assume
that an output of a loss function `sym is bounded
by [0,K] without loss of generality for a nonneg-
ative symmetric loss. Here, we prove an estima-
tion error bound, which suggests that a larger gap
between θ − θ′ leads to a tighter bound and thus
faster convergence. Note that the gap is largest
when we have clean positive data (i.e., θ = 1) and
clean negative data (i.e., θ′ = 0). Therefore, a
good pseudo-labeling is an algorithm that can di-
vide the data with a large gap (i.e., θ− θ′ is large).
All proofs can be found in Appendix A.

Let ĝ ∈ G be a minimizer of the empirical cor-
rupted AUC risk R̂`symAUC-Corr in the hypothesis class
G. Let g∗ ∈ G be a minimizer of the expected
risk of clean AUC riskR`symAUC. Then, the following
lemma establishes the relationship between an es-
timation error bound of the AUC risk and the uni-
form deviation bound of the corrupted AUC risk.

Lemma 3. An estimation error bound of the clean
AUC risk R`AUC can be given as follows.

R
`sym
AUC(ĝ)−R

`sym
AUC(g

∗) ≤
2

θ − θ′
sup
g∈G
|R`symAUC-Corr(g)− R̂

`sym
AUC-Corr(g)|.

Next, let Q`symG be a class of functions mapping

X 2 to [0,K] such that Q`symG = {Q : (x,x′) →
`sym(g(x) − g(x′)), g ∈ G}. Given samples
(x1, . . . , xn) ∈ X n and (x′1, . . . , x

′
m) ∈ Xm

independently and identically drawn from a dis-
tribution with densities µ and µ′, respectively.
The empirical bipartite Rademacher complex-
ity (Usunier et al., 2005) of a function class Q`symG
is defined as

R̂n,m(Q
`sym
G ) =

2Eσ,υ sup
Q∈Q`sym

G

1

nm

n∑
i=1

m∑
j=1

σi + υj
2

[
Q(xi,x

′
j)
]
,

where the inner expectation is taken over σ =
(σ1, . . . , σn) and υ = (υ1, . . . , υm) which are
independent random variables taking values in
{−1,+1} uniformly.

Then, the bipartite Rademacher complexity can
be defined as

Rn,m(Q
`sym
G ) = Ex1,...,xn,x′1,...,x′mR̂n,m(Q

`sym
G ).

Let RCorr
nCP,nCN

be the bipartite Rademacher com-
plexities of pseudo-labeled data where µ = pθ and
µ′ = p′θ. Next, we provide a uniform deviation
bound of the corrupted AUC risk.

Lemma 4 (Uniform deviation bound). For all
Q ∈ Q`symG and δ ∈ (0, 1), with probability at
least 1− δ, we have

sup
g∈G

∣∣∣R`symAUC-Corr(g)− R̂
`sym
AUC-Corr(g)

∣∣∣ ≤
K

√
(nCP + nCN) log

1
δ

2nCPnCN
+ 2RCorr

nCP,nCN
(Q`symG ).

where the probability is over repeated sampling of
data for evaluating R̂`AUC-Corr(g).
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Table 2: Keywords for each dataset

Dataset Keywords

Subj
wonderful terrible feel happy ugly even horrible

interesting funny dramatic romantic compassionate

Custrev
easy excellent nice great good love amazing best

awesome perfect definitely better happy compassionate
MPQA support hope help good great love
AYI great best excellent friendly awesome nice amazing
20NG sports baseball hockey

Then, by combining Lemma 3 and Lemma 4,
we obtain the following theorem.

Theorem 5 (Estimation error bound). For allQ ∈
Q`symG and δ ∈ (0,1), with probability at least 1−δ,
we have

R
`sym
AUC(ĝ)−R

`sym
AUC(g

∗) ≤

1

θ − θ′

[
K

√
2(nCP + nCN) log

1
δ

nCPnCN

]
+

4RCorr
nCP,nCN

(Q`symG )

θ − θ′
,

where the probability is over repeated sampling of
XCP and XCN for training ĝ.

Theorem 5 shows that a gap 1
θ−θ′ affects the

tightness of the bound. When θ and θ′ are close to
each other, i.e., when the data is highly corrupted,
the bound becomes loose. This illustrates the dif-
ficulty of the task when pseudo-labeling algorithm
performs poorly and we may need more data. Nev-
ertheless, as long as θ > θ′, with all parametric
models with their norm is bounded such as neural
networks with weight decay or kernel model, our
learning framework is consistent, i.e., the estima-
tion error converges to zero as nCP, nCN →∞.

6 Experimental Results

We present experimental results in this section
with evaluation metrics include AUC, macro F1-
measure, accuracy (ACC) and precision at 100
(Prec@100). Prec@100 is the ratio of the true pos-
itive data over in the top-100 ranking score.

6.1 Experiment Setup
Datasets: We used five datasets, namely the Sub-
jectivity dataset (Pang and Lee, 2004) (Subj),
Customer reviews (Hu and Liu, 2004) (Custrev),
Opinion mining in MPQA corpus (MPQA), Prod-
uct reviews from Amazon, Yelp, and IMDb (AYI),
20 Newsgroups (Lang, 1995) (20NG) with base-
ball and hockey groups as positive. More informa-
tion on the datasets can be found in Appendix B.

Table 3: Failure of optimizing F1-measure if thresh-
olds are not adjusted. Full results can be found in Ap-
pendix C. By adjusting the threshold in Table 4 can sub-
stantially improve the performance.

Methods Subj MPQA AYI 20NG

Maxent 63.4 (0.31) 50.1 (0.22) 42.5 (0.35) 47.4 (0.05)
NB 73.7 (0.23) 53.8 (0.22) 65.8 (0.42) 23.7 (0.25)

RandomForest 33.3 (0.00) 43.5 (0.20) 35.0 (0.20) 47.2 (0.00)
KNN 43.6 (0.23) 51.0 (0.16) 61.6 (0.43) 84.3 (0.26)

Keywords for each dataset are shown in Table 2.
Common setup: First, we need to pseudo-label
documents. We used Algorithm 1 to feed pseudo-
labeled documents to all methods, where φ is set to
90. (α, γ) were set to (3,5) for all datasets except
Subj, which was (1,50). We used 50-dimensional
features for GloVe word embeddings. For ACC
and F1, we gave true thresholds π to all methods
to see the top performance of each method. We
also provide the results with varying thresholds
and heuristic thresholds in Appendix C, where the
trends of performance for each method do not
differ much from Table 4. Note that AUC and
Prec@100 do not use a threshold to evaluate. The
experimental results are reported in the mean value
and standard error of 20 trials. ”N/A” indicates
that an algorithm is not terminated due to too many
number of vocabularies.
Baselines: We compared our method with three
categories of baselines: the text-feature, GloVe-
feature, and zero-shot baselines. For the text-
feature baselines, we use naive Bayes (NB), the
maximum entropy model (Maxent), and naive
Bayes that is implemented for learning from pos-
itive and unlabeled data (PU-NB). All imple-
mentations were from Natural Language Toolkit
(NLTK) (Loper and Bird, 2002). For the GloVe-
feature baselines, we used mean word vectors as
features and employed a random forest (Random-
Forest) and K-nearest neighbors (KNN), which
were implemented by Scikit-learn (Pedregosa
et al., 2011). Finally, the zero-shot baselines did
not use unlabeled data but simply GloVe to rank
the score of a document (GloVeRanking) and key-
word voting (Voting). We also showed the per-
formance when fully-labeled data are given as
references. O-Maxent is a maxent model with
fully-labeled data and O-Sigmoid is our frame-
work that skips the pseudo-labeling step and uses
fully-labeled data for AUC optimization.
Proposed methods: For the AUC optimiza-
tion part, we used the recurrent convolutional
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Table 4: Mean value and standard error of 20 trials for the AUC, F1-measure, accuracy (ACC), and precision
at 100 (Prec@100) of learning from relavant keywords and unlabeled documents. Outperforming methods are
highlighted in boldface using one-sided t-test with the significance level of 5%. The sigmoid loss is symmetric
while the logistic loss is non-symmetric.

Dataset Evaluation
Proposed framework Text-feature baselines GloVe-feature baselines Zero-shot baselines Oracle

Sigmoid Logistic PU-NB NB Maxent RandomForest KNN GloVeRanking Voting O-Maxent O-Sigmoid

Subj

AUC 88.1 (0.35) 84.1 (0.30) 55.4 (0.13) 85.0 (0.18) 84.6 (0.20) 82.4 (0.27) 73.6 (0.29) 81.7 (0.19) 70.2 (0.24) 97.4 (0.06) 93.6 (0.11)
F1 80.1 (0.38) 76.0 (0.32) 47.1 (0.20) 76.3 (0.16) 76.3 (0.24) 75.1 (0.27) 63.6 (0.32) 74.5 (0.13) 63.5 (0.18) 92.0 (0.13) 86.4 (0.14)

ACC 80.1 (0.38) 76.0 (0.32) 55.0 (0.13) 76.3 (0.16) 76.3 (0.24) 75.1 (0.27) 65.0 (0.28) 74.5 (0.13) 64.1 (0.18) 92.0 (0.13) 86.4 (0.14)
Prec@100 96.3 (0.60) 95.1 (0.60) 0.9 (0.09) 95.9 (0.33) 94.7 (0.39) 93.2 (0.50) 91.5 (0.59) 95.2 (0.54) 85.8 (0.93) 99.3 (0.15) 97.8 (0.27)

Custrev

AUC 71.2 (0.34) 70.7 (0.34) 59.7 (0.32) 74.2 (0.35) 69.9 (0.46) 62.6 (0.47) 67.9 (0.40) 55.3 (0.39) 67.4 (0.32) 75.0(0.38) 78.5(0.30)
F1 63.6 (0.41) 63.1 (0.31) 58.4 (0.35) 63.3 (0.49) 62.1 (0.43) 58.3 (0.44) 60.8 (0.33) 53.0 (0.40) 38.9 (0.00) 68.5 (0.42) 70.2 (0.29)

ACC 66.5 (0.40) 66.0 (0.31) 64.8 (0.32) 69.8 (0.37) 65.8 (0.39) 61.9 (0.40) 66.6 (0.29) 56.6 (0.37) 63.7 (0.00) 71.4 (0.41) 72.5 (0.28)
Prec@100 91.2 (0.46) 91.5 (0.49) 99.2 (0.18) 89.8 (0.55) 91.2 (0.57) 80.9 (0.49) 86.3 (0.85) 75.1 (0.81) 87.3 (0.66) 82.2 (0.35) 86.9 (0.28)

MPQA

AUC 80.4 (0.44) 78.7 (0.37) 52.1 (0.27) 56.4 (0.31) 56.7 (0.23) 69.1 (0.55) 60.1 (0.23) 63.6 (0.26) 56.0 (0.12) 78.3 (0.25) 86.8 (0.18)
F1 71.7 (0.44) 69.8 (0.31) 46.7 (0.23) 54.3 (0.28) 53.1 (0.20) 62.4 (0.45) 23.8 (0.00) 57.5 (0.17) 23.8 (0.00) 69.8 (0.19) 77.9 (0.22)

ACC 75.6 (0.39) 74.0 (0.27) 47.1 (0.24) 62.4 (0.28) 58.4 (0.17) 67.4 (0.39) 31.2 (0.00) 63.3 (0.17) 31.2 (0.00) 72.8 (0.20) 81.0 (0.19)
Prec@100 81.5 (0.97) 77.5 (1.02) 10.8 (3.37) 69.5 (0.86) 63.8 (1.93) 76.9 (1.06) 78.7 (0.80) 50.6 (0.60) 74.7 (0.69) 94.8 (0.46) 90.5 (0.52)

AYI

AUC 76.0 (0.41) 75.6 (0.43) 60.5 (0.39) 71.2 (0.41) 60.7 (0.46) 70.1 (0.55) 72.5 (0.39) 62.4 (0.53) 61.0 (0.33) 84.6 (0.32) 81.1 (0.40)
F1 69.3 (0.36) 68.8 (0.40) 58.9 (0.47) 61.6 (0.38) 56.6 (0.36) 64.5 (0.53) 65.5 (0.52) 58.7 (0.51) 33.5 (0.00) 76.8 (0.37) 73.0 (0.39)

ACC 69.3 (0.36) 68.8 (0.40) 60.1 (0.41) 62.5 (0.35) 56.8 (0.36) 64.6 (0.53) 65.8 (0.44) 58.7 (0.51) 50.5 (0.00) 76.9 (0.37) 73.0 (0.39)
Prec@100 87.5 (0.55) 87.5 (0.62) 74.5 (2.20) 85.1 (0.71) 70.2 (1.00) 77.2 (0.99) 82.5 (0.69) 72.4 (0.91) 79.2 (0.87) 95.6 (0.47) 90.1 (0.73)

20NG

AUC 96.4 (0.12) 96.0 (0.15) N/A 77.1 (0.21) 57.6 (0.32) 96.8 (0.16) 94.7 (0.16) 95.0 (0.17) 62.9 (0.22) 65.5 (0.46) 99.0 (0.05)
F1 90.8 (0.20) 90.6 (0.21) N/A 58.4 (0.22) 52.4 (0.25) 89.6 (0.28) 86.7 (0.59) 90.5 (0.18) 9.6 (0.00) 56.8 (0.29) 94.1 (0.14)

ACC 96.5 (0.08) 96.4 (0.08) N/A 70.2 (0.31) 81.6 (0.11) 96.1 (0.10) 94.5 (0.35) 96.4 (0.07) 10.6 (0.00) 83.5 (0.11) 97.8 (0.05)
Prec@100 99.5 (0.15) 99.1 (0.24) N/A 0.4 (0.11) 17.6 (0.77) 99.5 (0.15) 97.6 (0.38) 97.5 (0.28) 85.2 (1.03) 32.0 (1.31) 99.9 (0.07)

Table 5: Mean F1-measure and standard error of 20 trials with varying thresholds with different π̂ in Eq. (4).

Dataset Methods 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Subj

Sigmoid 43.3 (0.17) 51.2 (0.24) 63.9 (0.34) 72.5 (0.27) 77.9 (0.37) 80.1 (0.38) 78.7 (0.32) 73.7 (0.29) 64.7 (0.32) 51.8 (0.30)
Maxent 37.1 (0.15) 41.9 (0.18) 52.5 (0.27) 62.1 (0.19) 70.6 (0.27) 76.3 (0.24) 74.5 (0.25) 64.1 (0.25) 50.3 (0.22) 39.3 (0.13)

RandomForest 42.1 (0.22) 49.9 (0.15) 61.6 (0.22) 69.1 (0.26) 73.5 (0.29) 75.1 (0.27) 73.5 (0.17) 69.0 (0.21) 61.2 (0.24) 49.6 (0.23)
GloVe Ranking 43.1 (0.24) 50.5 (0.25) 61.9 (0.25) 69.3 (0.27) 73.6 (0.18) 74.5 (0.13) 72.8 (0.18) 68.0 (0.16) 60.6 (0.23) 49.4 (0.22)

20NG

Sigmoid 79.9 (0.23) 91.2 (0.18) 78.4 (0.20) 68.2 (0.15) 60.0 (0.14) 52.7 (0.13) 45.3 (0.15) 37.8 (0.13) 29.7 (0.13) 20.5 (0.13)
Maxent 51.5 (0.19) 52.3 (0.24) 51.5 (0.21) 49.5 (0.16) 46.6 (0.15) 43.0 (0.16) 38.1 (0.14) 32.9 (0.15) 26.3 (0.16) 19.0 (0.13)

RandomForest 79.4 (0.33) 89.8 (0.29) 78.5 (0.17) 68.2 (0.15) 59.8 (0.16) 52.6 (0.13) 45.4 (0.12) 37.7 (0.16) 29.6 (0.13) 20.3 (0.10)
GloVe Ranking 79.2 (0.34) 90.7 (0.17) 78.2 (0.22) 67.9 (0.19) 59.9 (0.14) 52.3 (0.11) 45.0 (0.10) 37.6 (0.10) 29.3 (0.11) 20.1 (0.13)

neural networks (RCNN) model (Lai et al.,
2015) with two layer long short-term memory
(LSTM) (Hochreiter and Schmidhuber, 1997). We
used Adam (Kingma and Ba, 2014) as an opti-
mization method. We used the symmetric sigmoid
loss (Sigmoid). We also show the results of the
non-symmetric logistic loss (Logistic) to validate
the improvement from using a symmetric loss. Im-
plementation details are provided in Appendix B.

6.2 End-to-end Classification Performance

Table 4 shows the classification performance. It
can be observed that our proposed framework out-
performs other baselines in many cases. More-
over, the sigmoid loss (Sigmoid) outperforms the
logstic loss (Logistic), which agrees with Theo-
rem 2. Nevertheless, the performance of the lo-
gistic loss is desirable compared with baselines. It
can be observed that GloveRanking, which does
not use unlabeled data can outperform many base-
lines in 20NG. This can be due to the fact that
pseudo-labeling data were corrupted and degraded
the performance of a classifier heavily. In Table
4, for MPQA and 20NG, our proposed framework
with symmetric losses is able to outperform O-

Maxent in the F1-measure, AUC score, and accu-
racy without having access to labels. One possible
reason that O-Maxent does not perform well on
20NG is class imbalance.

Table 5 shows the accuracy and F1-measure
with varying thresholds. The true class prior of
Subj and 20NG were 0.5 and 0.11, respectively. It
can be observed that the threshold based on Eq. (4)
gives a desirable performance when π̂ is close to
π. For Prec@100, we can see that Prec@100 for
20NG for the sigmoid loss in our framework and
RandomForest is 99.5, without any labeled data,
which indicates that we may pick top-100 docu-
ments as positive with almost perfect precision.

7 Conclusion

We proposed a theoretically-grounded framework
for learning from relevant keywords and unlabeled
documents. Our framework is highly flexible
and can guarantee any heuristic pseudo-labeling
method as long as an algorithm can divide unla-
beled documents into two sets of data with dif-
ferent proportions of positive data. Experiments
showed the usefulness of the proposed method.
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