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Abstract

A key challenge in topic-focused summariza-
tion is determining what information should
be included in the summary, a problem known
as content selection. In this work, we pro-
pose a new method for studying content se-
lection in topic-focused summarization called
the summary cloze task. The goal of the sum-
mary cloze task is to generate the next sen-
tence of a summary conditioned on the begin-
ning of the summary, a topic, and a reference
document(s). The main challenge is deciding
what information in the references is relevant
to the topic and partial summary and should
be included in the summary. Although the
cloze task does not address all aspects of the
traditional summarization problem, the more
narrow scope of the task allows us to collect
a large-scale datset of nearly 500k summary
cloze instances from Wikipedia. We report ex-
perimental results on this new dataset using
various extractive models and a two-step ab-
stractive model that first extractively selects a
small number of sentences and then abstrac-
tively summarizes them. Our results show that
the topic and partial summary help the models
identify relevant content, but the task remains
a significant challenge.

1 Introduction

Topic-focused multi-document summarization
(MDS) has long been a goal for natural language
processing (Dang, 2005, 2006). In contrast to
generic summarization, topic-focused summa-
rization systems attempt to summarize a set of
reference documents with respect to a specific
topic or information need.

Recent research on summarization has mostly
focused on generic summarization, in part due
to the size of the available datasets. Work on
topic-focused summarization (Lin and Bilmes,
2011; Ma et al., 2016; Feigenblat et al., 2017) is

Roger Federer, Philanthropy and outreach

topic

The current world number two tennis player,
who was born in Basel, received the title
from the medical faculty, which praised him
for his role in increasing the international
reputation of Basel and Switzerland...In a
press release it also highlighted the 36-year-
old sportsman's engagement for children in
Africa through his charitable foundation...

indup

... Federer received an honorary doctorate
awarded to him by his home university, the
University of Basel. | He received the title in
recognition for his role in increasing the
international reputation of Basel and
Switzerland, and also his engagement for
children in Africa through his charitable
foundation.
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Figure 1: Given a topic, reference document, and a par-
tial summary (the context), the objective of the sum-
mary cloze task is to predict the next sentence of the
summary, known as the cloze.

largely based on the DUC 2005 and 2006 datasets
(Dang, 2005, 2006), which are orders of magni-
tude smaller than comparable generic summariza-
tion datasets (Nallapati et al., 2016; Grusky et al.,
2018). Because the available corpora are so small,
it is difficult to use them to train recent state-
of-the-art summarization systems, which require
large amounts of training data.

Instead of focusing on the full topic-focused
MDS problem, we address one aspect of the task
known as content selection, the problem of decid-
ing what information should be included in the
summary (Nenkova, 2006b). Narrowing the scope
of the problem makes it easier to collect a large-
scale dataset that is tailored to the specific task and
thus build upon recent work on summarization.

To that end, we formulate a new task for content
selection in topic-focused summarization which
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we call the summary cloze task (§2). Given a topic,
a partial summary, and a reference document(s),
the goal of the summary cloze task is to produce
the next sentence in the summary (referred to as
the cloze). The underlying assumption of the task
is that the content of the cloze is known to come
from the reference document, and thus the primary
challenge of the task is to decide what informa-
tion in the reference document(s) is relevant to the
topic and partial summary. An example instance
of the summary cloze task is presented in Figure 1.

Then, we collected a new large-scale summary
cloze dataset from Wikipedia, called the WIKI-
CITE dataset (§3). Each paragraph in Wikipedia
can be viewed as a topic-focused summary of the
references cited within the paragraph, where the
topic is defined as the article title and section
headings. The citations provide supervision at the
sentence-level that indicates where the content of
the preceding sentence came from. We scraped
hundreds of thousands of Wikipedia articles and
corresponding references to collect nearly 500k
summary cloze instances. !

With a new task definition and corresponding
large-scale dataset, we then propose an extrac-
tive model and a two-step abstractive model, both
of which are based on recent successful work on
generic summarization (§4). The extractive model
combines representations of the topic and partial
summary with representations of the document
sentences through an attention mechanism to ex-
tract one reference sentence. The two-step model
first reduces the length of the input data by ex-
tractively selecting a small number of sentences,
then abstractively summarizes them using a de-
coder that has an initial hidden state which de-
pends on the partial summary. Our experimental
results (§6) show that the topic and context help
the models identify relevant information, but the
task remains a significant challenge.

The contributions of this work are three-fold:
(1) We formalize the summary cloze task as
a method to develop content selection models
for topic-focused summarization; (2) we release
the WIKICITE dataset, which contains nearly
500k summary cloze instances collected from
Wikipedia; and (3) we propose sensible baseline
extractive and abstractive models for content se-
lection in topic-focused summarization.

! Available for download at http://cogcomp.ory/
page/publication_view/880

2 The Summary Cloze Task

One of the main challenges for a topic-focused
MDS system is selecting what content from the
reference documents to include in the summary.
Intuitively, this decision largely depends on the
topic itself and the content of the summary gener-
ated thus far. Therefore, being able to predict the
next sentence of a summary is an important com-
ponent of a full topic-focused MDS system and
a worthwhile task on its own. With this motiva-
tion in mind, we now formally define the summary
cloze task.

Task Definition Given a partial summary (the
context) and a reference document or documents
(the references), the goal of the summary cloze
task is to generate the next sentence of the sum-
mary (the cloze). It is assumed that the informa-
tion in the cloze comes from the provided refer-
ence documents. This is the most general defini-
tion of the summary cloze task. However, because
we are interested in topic-focused summarization,
in this work, it is also assumed that a high-level
topic is provided as input, such as in Figure 1.

One advantage that the summary cloze task has
over the traditional topic-focused MDS problem
is the availability of data. Topic-focused MDS re-
quires collecting example summaries of a set of
documents about a particular topic. This data is
hard to collect from human annotators and is dif-
ficult to find occurring naturally. The cloze task
requires sentence-level supervision for which we
were able to collect a large-scale dataset using
Wikipedia (§3). By conditioning the cloze gen-
eration on a partial summary and working at the
sentence-level, we are able to get around the prob-
lem of data scarcity.

Evaluation Evaluating summary cloze models
is challenging; The difficulties of evaluating sum-
marization systems (Nenkova, 2006a) still persist
for the summary cloze task. We propose for the
main evaluation metric to be ROUGE (Lin, 2004),
which has been shown to be an effective metric
for summarization (Owczarzak et al., 2012). Ad-
ditionally, for abstractive models we use perplex-
ity to quantify how likely the ground-truth cloze is
according to the model.

Because the cloze is only one sentence long, the
chance of the ground-truth and model clozes be-
ing equally valid but very different to each other is
likely higher than for other summarization tasks.
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It is desirable to have a good automatic evalua-
tion metric that could capture the coherence of the
model’s cloze with the context in such situations.
However, developing such an automatic metric for
measuring summary coherence that correlates well
with human judgments is an open problem for
summarization in general, and thus we leave it for
future work.

3 The WikiCite Dataset

In order to build content selection models, we col-
lected a large-scale dataset of summary cloze in-
stances using Wikipedia.

Wikipedia as a Summary Each paragraph in a
Wikipedia article can be viewed as a topic-focused
multi-document summary. Many Wikipedia arti-
cles have citations to external sources that provide
supporting evidence for the information within the
article. The articles’ paragraphs can be viewed
as summarizing the documents cited within the
paragraph with respect to the page entity and
section headings, which together form the topic
of the summary. Since the citations are at the
sentence-level, they provide supervision that iden-
tifies where the information in the preceding sen-
tence came from, and thus can be used to generate
summary cloze instances.

For example, consider a paragraph from the
“Family and personal life” section of Barack
Obama’s Wikipedia page, presented in Figure 2.
Nearly all of the sentences in the paragraph are
supported with citations, and these citations con-
tain the same information written in the paragraph.
Each sentence with a citation can be used to pro-
duce a summary cloze instance where the pre-
ceding sentences are the context and the topic is
“Barack Obama, Family and personal life.” Al-
though not all paragraphs on Wikipedia are as
well-cited as the example in Figure 2, only one
citation is necessary to create a cloze instance.

Dataset Collection To collect a summary cloze
dataset, we first parsed the articles and citations
from the January 2019 Wikipedia dump. Only ar-
ticles marked with the category “Living people”
were kept because these articles are more likely to
have reference documents which can be scraped
automatically. The reference document HTMLs
were collected from 12 months of Common Crawl
data.? Then, the text of each document was ex-

http://commoncrawl.org/

In June 1989, Obama met Michelle Robinson when he was
employed as a summer associate at the Chicago law firm
of Sidley Austin.'®” Robinson was assigned for three
months as Obama's adviser at the firm, and she joined him
at several group social functions but declined his initial
requests to date.*” They began dating later that summer,
became engaged in 1991, and were married on October 3,
1992.“ The couple's first daughter, Malia Ann, was born in
1998, followed by a second daughter, Natasha ("Sasha"),
in 2001.° The Obama daughters attended the University
of Chicago Laboratory Schools. When they moved to
Washington, D.C., in January 2009, the girls started at

the Sidwell Friends School.®”! The Obamas have

two Portuguese Water Dogs; the first, a male named Bo,
was a gift from Senator Ted Kennedy.*® In 2013, Bo was
joined by Sunny, a female.”!

62: [Michelle] Obama was assigned to mentor Barack, who
was a summer intern at Sidley & Austin...

67: ... Barack Obama and his wife have chosen Sidwell
Friends School for their two daughters

68: ... the Obamas have chosen a 6-month-old Portuguese
water dog — a gift from Senator Edward M. Kennedy...
The girls have named the dog Bo...

Figure 2: A paragraph from the “Family and personal
life” section of Barack Obama’s Wikipedia page and
selected excerpts from the cited documents which pro-
vide supporting evidence.

tracted from the HTML using unfluff.?

In order to filter low-quality instances (e.g.,
HTML was a 404 page, the body text was incor-
rectly extracted, etc.), we labeled around 500 in-
stances based on whether or not the reference doc-
ument provided supporting evidence for the corre-
sponding cloze. We trained a simple linear classi-
fier with length and BM25 features that achieved
an F1 score of 85 to filter the data. The remain-
ing data was split between training, 10k valida-
tion, and 10k testing instances, ensuring that no
reference document or Wikipedia article appears
in more than one set.

The dataset statistics compared to those of the
DUC 2005 and 2006 datasets are presented in Ta-
ble 1. Other than the number of instances, the
biggest differences between the two datasets are
the length of the reference documents and top-
ics. The WIKICITE documents are significantly
longer, over double the length DUC documents at
one standard deviation above the mean. The DUC
topics, which are generally text that describe an
information need, are much longer than the WIKI-
CITE topics, which are high-level topic keywords.

Examples from the dataset are provided in Ap-
pendix A.

*https://github.com/ageitgey/
node-unfluff
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e e DUC 2005 +
Statistic WikiCite DUC 2006
#Instances 486,015 100
#Document Tokens 1083.2 (2105.0)  723.3 (629.0)
#Document Sents 51.4(137.1) 30.7 (30.1)
#Topic Tokens 5.7@3.4) 29.5 (11.3)
#Context Tokens 65.5 (56.1) -
#Context Sents 2.8(2.3) -
#Cloze/Summ. Tokens 24.6 (12.0) 277.8 (19.9)
#Cloze/Summ. Sents 1 13.5(3.4)

Table 1: The WIKICITE and DUC 2005 and 2006
dataset statistics. The average values are reported with
standard deviations in parentheses.

4 Content Selection Models

We propose two sensible extensions to successful
single-document summarization systems for the
summary cloze task, an extractive model and a
two-step abstractive model.

4.1 Extractive Model

The extractive model is based on those presented
in Kedzie et al. (2018). The base model works
as follows. For every sentence x; in the refer-
ence document, a sentence-level representation h;
is created by a sentence encoder (e.g., by averag-
ing word vectors, by using a recurrent neural net-
work, etc.). Then, a sentence extractor creates a
document-level representation for each sentence
d;, for example, by running a second RNN over
the sentence-level representations. The document-
level representation is passed through a multi-
layer perceptron and a sigmoid unit to calculate
the probability of extracting a particular sentence
under the model.

Adding Topics and Context We extended the
standard extractive model by incorporating the
topic and context information through an attention
mechanism. First, each of the individual topics is
encoded into a vector representation t; by aver-
aging the word vectors for each word in topic j.
Then, a bidirectional RNN encodes the context to-
kens into a vector representation cy, for each token.

The topic and context token representations
are combined with the sentence-level sentence
representations through an attention mechanism.
Specifically, an attention score is computed be-
tween each h; and the topic and context represen-
tations. Then, the subsequent attention scores are
used to create a weighted sum of the topic and con-
text representations, a;.

Finally, the sentence representation h; that in-
cludes the attention mechanism is computed as

h; = W, [h;; a;] (1)

where W, is a matrix of learned parameters.

In this extended version of the model, le is used
to compute the extraction probabilities instead of
h;. A graphical representation of the full extrac-
tive model is presented in Figure 3.

Training & Inference To convert the abstrac-
tive clozes into extractive reference sentence la-
bels, we follow the procedure of Nallapati et al.
(2017) and greedily select reference sentences that
maximize ROUGE-1 recall until no more sen-
tences improve the score. The training objective is
the weighted negative log-likelihood of the labels
with the same weighting as Kedzie et al. (2018).
At inference, the sentence with the highest proba-
bility of extraction is selected.

4.2 Two-Step Abstractive Model

Since the reference documents in the WIKICITE
dataset are rather long (see Table 1), we chose
to use a two-step approach to build an abstractive
system for the summary cloze task.

Extractive Step The first step uses the same ex-
tractive model from the previous subsection to sig-
nificantly reduce the amount of input text. Instead
of selecting just one sentence at inference, the ex-
tractive model repeatedly selects sentences until
a pre-specified number of words has been met.
Then, only the sentences which were extracted are
passed as input to the abstractive step.

Abstractive Step For the abstractive step, we
extended the Pointer-Generator + Coverage net-
work (See et al., 2017) for single-document sum-
marization to include the context.

The Pointer-Generator network is built on a
sequence-to-sequence model with attention. The
reference document is encoded using an RNN, and
the summary is produced using a second RNN.
The model is augmented with a copy mechanism
by including a soft switch that allows the atten-
tion distribution to influence the decoder’s proba-
bility distribution over the vocabulary, thus mak-
ing it easier to copy words from the input.

Then, the coverage mechanism discourages the
attention weights from repeatedly assigning high
values to the same input tokens across decoding
time steps. This is accomplished by adding a new
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Reference document Attention Document-level Feed-Forward Extraction Extractive summary of the
sentence encoding mechanism sentence encoding with sigmoid probabilities reference document
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H 0000 ) [Feint

_> ) |:| The second in Microsoft's series of

new ads airs Thursday night,
featuring Bill Gates and Jerry Seinfeld

them. At the end of the new spot,
Seinfeld again asks Gates to give him
a sign if he's on the right track in

In

2008,
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a
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|:| Sentence Encoder Q Sentence Representation, h;

|:| Context Encoder O Context Token Representation, Cj,
|:| Topic Encoder O Topic Representation, t
|:| Document-level Encoder O Document-Level Sentence Representation, d;

l:‘ Extraction Probability Q Sentence Representation with Attention, h;

Figure 3: The extractive model uses three separate encoders create representations for the reference document sen-
tences, context tokens, and topics. These are combined through an attention mechanism, encoded at a document-
level, and passed through a feed-forward layer to compute an extraction probability for each reference sentence.

term to the loss function which penalizes such be-
havior and a new term to the attention score cal-
culation that informs the model about the previous
steps’ attention weights. The coverage mechanism
has the effect of decreasing the amount of redun-
dancy in the generated summary.

Conditioning on Context In order to condition
the generation of the cloze on the context, we use
the context tokens to initialize the decoder’s hid-
den state representation by first forcing the tokens
through the decoder.

Concretely, let s; be the decoder’s hidden state
for decoding step t (with sg initialized to the final
encoder hidden state), dg(-) be the decoder func-
tion, and ¢y, ..., cy be the context tokens. The
context tokens are passed through the decoder to
create a new decoder hidden state representation
using the following recursive formula

St:de(chstfl) VtzlvyT (2)

Then, st is used as the initial hidden state that the
decoder uses to generate the cloze tokens.

Priming the decoder with the context tokens has
the benefit of allowing the model to condition the
cloze generation on a representation of the context.
Additionally, because the context will impact the
decoder’s coverage calculation, it will discourage
the cloze from repeating information already in the
context.

Training & Inference Following See et al.
(2017), the training objective is the negative log-
likelihood of the ground-truth cloze tokens with

the added coverage penalty. Inference is done us-
ing beam search.

5 Experimental Setup

Our experiments aim to better understand the
WIKICITE dataset, evaluation metric, and perfor-
mance of the extractive and abstractive models.
Numbers in bold indicate statistical significance
based on bootstrap resampling with p = 0.05.

5.1 Dataset Ablation & Human Performance

In order to better understand the WIKICITE
dataset, we estimate how well models can perform
without the reference documents and context and
establish human performance on the task.

No Reference Document We used the publicly
available large-scale language model from Rad-
ford et al. (2019) (the 345M parameter version)
with the default parameters to generate the cloze.
The language model (which we call NO REFER-
ENCE) was conditioned on the context tokens and
one full sentence was generated from the model
without access to the reference document.

No Context We trained an abstractive model
(84.2) to summarize the first 200 tokens of the ref-
erence documents in one sentence, using the cloze
as ground-truth, without access to the context.
This is equivalent to training a single-document
summarization system on the input text. This
model is referred to as NO CONTEXT.
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Human Performance We manually wrote
clozes for 50 different instances with and without
access to the topic and context to establish human
performance on this task. We also had each cloze
judged by 5 crowd workers to rate from 1 to 5
how coherent the topic, context, and cloze are.
We report this average quality score alongside
ROUGE with the HUMAN label.

5.2 Extractive Models

In addition to an ablation study on the extractive
model (referred to as CONTENTSELECTOR; §4.1)
where we remove the topic and context, we also
evaluate several different extractive models on this
task, described below.

Lead & Oracle The LEAD-1 chooses the first
sentence from the reference documents as the
cloze, a common baseline for summarization.

The ORACLE-1 model selects the one sen-
tence from the reference set which maximizes the
ROUGE score using the ground-truth. A different
oracle model was created for each individual met-
ric. The performance of the oracle represents the
upper-bound ROUGE score that a system which
extracts exactly one sentence can achieve.

BM25 BM25 (Robertson et al., 1995) is an in-
formation retrieval-based score used to rank doc-
uments in search results for an input query. We
selected the reference document sentence with the
highest BM25 score for the context, treating the
context as the query, the sentences as the doc-
uments, and computing the document frequency
scores over the corpus of reference documents.

SumFocus SumFocus (Vanderwende et al.,
2007) is an unsupervised model for topic-focused
extractive summarization. The model constructs
a unigram distribution over tokens by interpolat-
ing the unigram distributions of the documents and
topic. Then, the model iteratively selects a sen-
tence that has the highest probability token, dis-
counts the probabilities of tokens in the selected
sentence, and repeats. We extend SumFocus by
additionally interpolating between the context un-
igram distribution in addition to the document and
topic distributions.

5.3 Abstractive Models

Then, we measured how well the two-step abstrac-
tive system performs with and without access to
the context and with different extractive models.

Extractive Step Evaluation We use the extrac-
tive models above to preprocess the reference set
to select the top scoring sentences, up to 200 to-
kens. The preprocessed documents are evaluated
against the ground-truth cloze by calculating the
recall variant of ROUGE. This will measure what
percent of the cloze n-grams are contained within
the text input to the abstractive step.

In addition to the extractive models, we also re-
port lead and extractive oracle scores. The LEAD-
200 extractive step selects the first 200 tokens
of the reference document. The extractive oracle
model preprocesses the reference sentences by se-
lecting only those which were labeled positively in
the heuristically-generated extractive labels, lim-
ited to 200 tokens. This model, called HEURISTIC
LABELS, serves to demonstrate how well the ab-
stractive model would perform with a perfect ex-
tractive step.

Abstractive Step Evaluation Using the prepro-
cessed documents from various extractive models,
we trained abstractive models (§4.2) to produce
the ground-truth cloze, both with and without ac-
cess to the context. These systems were evaluated
with the F1 variant of ROUGE and perplexity.

5.4 Implementation Details

Our models were implemented using PyTorch
(Paszke et al., 2017) in the AllenNLP frame-
work (Gardner et al., 2017).* We used fixed
200-dimensional GloVe embeddings (Pennington
et al., 2014). The RNNs were implemented with
LSTMs (Hochreiter and Schmidhuber, 1997) of
size 256. The models were trained with Adam
(Kingma and Ba, 2014) using a learning rate of
le-4 and le-3 and batch sizes of 32 and 16 for
290k and 62.5k iterations for the extractive and ab-
stractive models, respectively. Following See et al.
(2017), we trained the abstractive models without
the coverage loss until convergence, then by 3k it-
erations with a coverage loss weight of 1.

6 Experimental Results

6.1 Human Performance & Evaluation

Table 2 shows the ROUGE and quality scores for
the human-written clozes with and without access
to the topic and context. For an additional compar-
ison, we included a random human baseline that
randomly shuffled the human-written clozes.

“All code available at http://cogcomp.orq/
page/publication_view/880
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Model R1 R2 RL Qual. Model R1 R2 RL
GROUND-TRUTH 100 100 100 4.0 ORACLE-1 4432  26.17 37.62
HUMAN 31.78 1694 28.32 3.9 LEAD-1 17.50 4.70 13.45
-TopPIC,-CONTEXT 24.49 7.55 20.11 3.7 BM25 21.33 5.76 16.18
RANDOM HUMAN 9.96 0.08 8.24 2.3 SuMFocus 17.78 4.61 13.86
CONTENTSELECTOR  25.13 948 19.65

Table 2: The ROUGE F1 scores for the human clozes -TopIC 2521 949 19.68
ith and with h . d d -CONTEXT 22.11 6.53 16.66
with and without access to the topic and context an TopIC.-CONTEXT 2129 6.0l  16.05

crowdsourced quality judgments (on a 1-5 scale) of
how well the cloze continues the corresponding text.
The standard deviations for the quality judgments
(omitted for space) were each around 0.9.

Model R1 R2 RL
NO REFERENCE 1447 143 1141
NoO CONTEXT 21.79 6.18 17.83

Table 3: The ROUGE F1 results of the baseline models
that do not have access to the references or context.

The ROUGE scores for when the human cloze
writers had access to the topic and context are
higher by 7.3 R1 points, a significant margin.
From this observation, we can infer that, when
provided with the topic and context, humans do
a better job at identifying the same information
present in the ground-truth cloze. This is indica-
tive that the topic and context should also be nec-
essary for a system to do the same.

However, the crowd worker quality judgments
are roughly equal for the ground-truth and both
human-written clozes, and human performance is
at 31.78 R1, which is somewhat low on an abso-
lute scale. We believe this reflects the difficulty of
evaluating this task and summarization in general.
Because there are many possible valid clozes (or
valid summaries of documents in the more gen-
eral case) and only one ground-truth cloze, evalu-
ation with automatic metrics is difficult. Although
ROUGE is imperfect, it does positively correlate
with the crowd worker quality scores, with a Pear-
son’s coefficient of 0.44.

6.2 Dataset Ablation

The two baseline models that do not have access
to the references or context, respectively, are eval-
uated in Table 3. Although the NO REFERENCE
model is a high-quality language model, it per-
forms significantly worse than the NO CONTEXT
model. This is likely due to the fact that the NO
CONTEXT model was trained for this task.

Table 4: The ROUGE F1 scores for the extractive mod-
els, all of which are significantly lower than the oracle
model, indicating there is room for improvement.

6.3 Extractive Models

The performance of the different extractive models
on the summary cloze task is presented in Table 4.

The CONTENTSELECTOR model achieves the
best score overall with around 25 R1. Providing
CONTENTSELECTOR with the topic and context
improves the R1 score by nearly 4 points, however,
this improvement is mostly due to the context. The
topic does not change the model’s performance by
a statistically significant amount, which is an indi-
cation that it is not being properly utilized.

Among the symbolic models, BM25 out-
performs SUMFOCUS by 3.55 R1. One reason for
this could be that BM25 uses a token weighting
to score each sentence based on how frequently
the token appears in the entire reference corpora,
whereas the standard SUMFOCUS implementation
treats all tokens equally.

Although the models perform well, they are still
significantly below the oracle model by at least 19
R1 and 16 R2 points. Such a large gap indicates
that there is some signal in the data that is not yet
captured by the extractive models.

6.4 Abstractive Models

Extractive Step The ROUGE recall scores for
the different extractive models used to preprocess
the input to the abstractive model are shown in Ta-
ble 5. The results are largely consistent with the
extractive model scores, with CONTENTSELEC-
TOR performing the best, the topic causing no sta-
tistically significant difference, and a large gap re-
maining between current models and a perfect sys-
tem (the heuristic labels).

Table 5 also contains an ablation study for the
SuMFocuUs in which the topic did make a signifi-
cant difference. This suggests that it may be easier
to use the topic in a symbolic model and a model
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Model R1-R  R2-R RL-R Ext. Model Abs. R1 R2 RL PPL
HEURISTIC LABELS 80.25 3575 55.11 +C 3430 1634 28.73 18.08
HEUR-LAB. o 3362 1580 27.96 1871

LEAD-200 60.89 2231 4497

BM25 64.19 25.04 56.24 LEAD-200 +C 23.56  7.15 19.3 39.73

SumFocus 61.79 22.77 54.15 -C 21.79  6.18 17.83  40.90
-ToriC 60.95 22.38 53.61 CONTSEL +C 24.67 855 20.44 33.22
-CONTEXT 61.03 22.08 53.32 ’ -C 22.71 7.33 18.71  32.77
-Topric,-CONTEXT 59.11 20.62 51.93

CONTENTSELECTOR  66.27  27.59  58.25 Table 6: The ROUGE F1 and perplexity results for ab-
-TopiC 66.32 27.63 58.32 . . .
-CONTEXT 63.86 2448  55.80 stractive models with and without the context (+/—C)
-TopIC,-CONTEXT 63.11 2376 55.09 with heuristic labels, lead, and CONTENTSELECTOR

Table 5: An evaluation using the recall variant of
ROUGE of the different extractive preprocessing steps.

may benefit from combining symbolic and contin-
uous representations.

Abstractive Step The ROUGE scores and per-
plexities for the abstractive models that use three
different extractive steps are presented in Table 6.
We observe that the CONTENTSELECTOR extrac-
tive step outperforms LEAD-200 in both ROUGE
and perplexity. Additionally, including the con-
text improves performance across all models, with
nearly a 2 R1 gain with the CONTENTSELECTOR.
This result is a clear signal that priming the de-
coder with the context produces a better cloze.

Example output from the CONTENTSELECTOR
model that uses the context can been seen in Fig-
ure 4. In general, the model tends to copy long se-
quences from the reference document, often pre-
ferring somewhat formulaic sentences that begin
with phrases such as “he became,” “she gradu-
ated,” or “she received” and are similar in style to
Wikipedia articles.

Similar to the extractive results, there is a siz-
able gap between the performance of the abstrac-
tive model when it uses the heuristic labels versus
the extractive model for preprocessing. This indi-
cates that improving the extractive model will pro-
vide large downstream abstractive improvements.

7 Related Work

Summarization Recent work on generic sum-
marization has focused on single-document mod-
els on the CNN/DailyMail dataset (Nallapati et al.,
2016), focusing on different neural architectures
and loss functions for extractive and abstractive
summarization (Cheng and Lapata, 2016; Nallap-
ati et al., 2017; Chopra et al., 2016; Nallapati et al.,
2016; See et al., 2017, inter alia). Our models were

extractive preprocessing steps.

based on the successful approaches of See et al.
(2017) and those described in Kedzie et al. (2018).

Most work on topic-focused (also referred to
as “query-focused”) summarization uses the DUC
2005 and 2006 datasets (Dang, 2005, 2006).
Approaches are mostly extractive, with some
work selecting sentences based on token fre-
quency/salience (Otterbacher et al., 2005; Van-
derwende et al., 2007), diversity with submod-
ular functions (Lin and Bilmes, 2011), or using
Bayesian networks (Daumé III and Marcu, 2006).
To the best of our knowledge, ours is the first work
which builds end-to-end models on a large-scale
dataset for topic-focused summarization.

Generating Wikipedia In contrast to our work
focusing on content selection for topic-focused
summaries, there have been previous work inter-
ested in generating Wikipedia articles. Sauper
and Barzilay (2009) try to generate articles from
a small set of domains by learning to generate
templates from similar articles using an integer
linear program. Similarly, Banerjee and Mitra
(2016) build topic classifiers based on sections on
Wikipedia to identify content in search results for
topic keywords as part of a pipeline to generate
full articles. Like us, Liu et al. (2018) also employ
a two-step abstractive approach, but their goal is
to generate the lead Wikipedia paragraph from all
of the citations and web search results.

8 Conclusion

In this work, we propose the summary cloze task,
a new task for studying content selection in topic-
focused summarization. By narrowing the scope
from the full topic-focused summarization task
to one at the sentence-level, we are able to col-
lect a large-scale summary cloze dataset from
Wikipedia. Our experimental results demonstrate
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IC

Rick Welts, Biography

top

Rick Welts , the president of the Phoenix

because of something_his team did ... In
doing so , he became the first executive in
any professional sport to be openly gay ...

It 's what made this risk the right one to take
and will help an athlete to have the courage
to come out in the near future .

indul

On May 15, 2011 , Welts publicly came out
as gay in an interview with The New York

Times . | He is the first prominent American
sports executive to come out and be openly
gay .

context

yina
-punoib

cloze

he became the first executive in any
professional sport to be openly gay in a
position like the one .

indino
lepow

topic

Jeff Weaver (political staffer), Career

Bernie Sanders ' longtime top aide Jeff
Weaver has agreed to help Hillary Clinton 's
team organize voters ... " Like the senator |
am fully behind the secretary and ... the
millions of Sanders supporters who are
obviously disappointed that the senator

did n't win , " Weaver said .

indul

The New York Times described Weaver as

" a long - trusted adviser to Mr. Sanders ...
In July 2016 , after Sanders endorsed Hillary
Clinton for president , Weaver promised " to
help organize voters " , but did not join her
campaign staff .

context

yingy
-puno.b

cloze

weaver stated that sanders " fully behind the
secretary of state in the general election
fight against donald trump . "

ndino
|spow

Figure 4: Example outputs from the abstractive model
that uses the context. The model often copies se-
quences from the references which are sometimes cor-
rect (top) or incorrect but sensible (bottom), highlight-
ing the difficulty of automatic evaluation. (Documents
shortened for space. Sentences which are underlined
were selected by the extraction step.)

that the topic and partial summary help the extrac-
tive and abstractive models, but the task remains a
significant challenge with room for improvement
in future work.
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