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Abstract

We present a machine learning analysis of
eye-tracking data for the detection of mild
cognitive impairment, a decline in cogni-
tive abilities that is associated with an in-
creased risk of developing dementia. We
compare two experimental configurations
(reading aloud versus reading silently), as
well as two methods of combining infor-
mation from the two trials (concatenation
and merging). Additionally, we anno-
tate the words being read with information
about their frequency and syntactic cate-
gory, and use these annotations to generate
new features. Ultimately, we are able to
distinguish between participants with and
without cognitive impairment with up to
86% accuracy.

1 Introduction

As the global population ages, the prevalence of
dementia is increasing (Prince et al., 2013). The
term “dementia” refers to an atypical and patho-
logical decline in cognitive abilites, encompassing
a range of possible underlying causes. Detecting
the onset of dementia as early as possible is impor-
tant for a number of reasons, including timely ac-
cess to medication and treatment, increasing sup-
port for activities of daily living (such as main-
taining proper nutrition and hygiene), reducing the
individual’s engagement in potentially risky activ-
ities (e.g. driving an automobile), and giving in-
dividuals, families, and caregivers time to prepare
(Solomon and Murphy, 2005; Ashford et al., 2006;
Calza et al., 2015).

In this study, we investigate the possibility of
using eye-tracking data and machine learning to
detect early, subtle signs of cognitive impairment.
Previous work has suggested that changes in eye

movements while reading do occur in Alzheimer’s
disease (Lueck et al., 2000; Fernandez et al., 2013;
Pereira et al., 2014; Biondi et al., 2017). However,
our participants do not have a dementia diagnosis;
rather, they have been diagnosed with “mild cog-
nitive impairment”’, meaning they are starting to
show very early signs of cognitive decline, and are
at an increased risk of developing dementia. We
test the relative merits of collecting eye-tracking
data while reading silently and aloud, and explore
the idea of augmenting eye-tracking features with
linguistic information.

We begin by presenting some background infor-
mation on cognitive and linguistic changes in de-
mentia, and discuss previous work on eye-tracking
and natural language processing approaches to de-
tecting cognitive decline. We then explain our ex-
perimental set-up, feature extraction, and machine
learning pipeline. We present results for reading
silently and reading aloud, and discuss the over-
all implications and interpretation of our results.
Finally we acknowledge the limitations of the cur-
rent work and suggest areas of future research.

2 Background

There are several different types of dementia,
Alzheimer’s disease (AD) being the most com-
mon one. AD typically debuts with symptoms re-
lated to executive cognitive functioning and mem-
ory, but also included are specific linguistic im-
pairments, primarily related to semantic process-
ing. Mild cognitive impairment (MCI) can be seen
as a stage of pre-clinical dementia, and may man-
ifest years before an actual dementia diagnosis.
Persons with MCI show symptoms across several
cognitive domains, where global cognitive abil-
ity, episodic memory, perceptual speed, and exec-
utive functioning are most clearly affected. How-
ever, the performance of persons with MCI over-
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lap greatly with the performance of healthy con-
trols, which highlights the complexity and hetero-
geneity of the diagnosis (Bickman et al., 2005).

Taler and Phillips (2008) reviewed the literature
on language impairments in MCI and Alzheimer’s
disease, and found that the linguistic deficits seen
in AD are also present in MCI, albeit to a lesser de-
gree. The main deficits are located on the seman-
tic level (for example, difficulty naming pictures
or coming up with words from a particular seman-
tic category), whereas there are no clear evidence
of problems regarding syntactic processing. Sen-
tence comprehension is typically impaired in per-
sons with MCI, but there is a great degree of indi-
vidual variation. Previous research suggests that
using tasks that include a possibility to analyse
temporal measures (such as reaction time) will im-
prove the ability to distinguish between MCI and
healthy controls, and may also be useful as a prog-
nostic factor when investigating which subjects
with MCI will convert to AD (Taler and Phillips,
2008).

There has been growing interest in applying ma-
chine learning techniques to detect mild cognitive
impairment from various linguistic data. Roark
et al. (2011) measured the complexity and infor-
mation content of narrative story re-tellings from
37 participants with MCI and 37 healthy controls,
and was able to classify the groups with an AUC of
0.73 using these features alone, or 0.86 by combin-
ing this information with clinical test scores. Téth
et al. (2015) leveraged acoustic features (includ-
ing articulation rate, speech rate, utterance length,
pause duration, number of pauses, and hesitation
rate) to distinguish between 32 participants with
MCI and 19 elderly controls with a best accuracy
of 80.4%.

Other research has considered the closely re-
lated problem of distinguishing dementia pa-
tients from controls through automated analysis of
speech and language production (Thomas et al.,
2005; Pakhomov et al., 2010; Guinn and Habash,
2012; Meilan et al., 2014; Jarrold et al., 2014;
Fraser et al., 2016; Rentoumi et al., 2014; Garrard
et al., 2014; Prud’hommeaux and Roark, 2015;
Yancheva et al., 2015).

In contrast, computational analyses of language
processing and comprehension for the goal of de-
tecting cognitive decline are much rarer, possibly
because it is more difficult to quantify automati-
cally. Classical studies of language processing in

dementia have considered both listening (for ex-
ample, Rochon et al. 1994; Kempler et al. 1998;
Welland et al. 2002) and reading (for example,
Patterson et al. 1994; Storandt et al. 1995); here we
focus on reading as the input modality. One well-
established method for estimating the processing
demands during reading comprehension is through
eye-tracking. There is a vast literature on eye-
tracking in reading which we will not attempt to
fully summarize here, but merely introduce some
key vocabulary and basic concepts.

When reading, the eye moves through the text
in a series of fixations and saccades. A fixa-
tion occurs when the eye temporarily rests on a
word. This time is used to process the incom-
ing information, and to plan the next eye move-
ment. Fixations typically last for around 200-300
ms, and are on average slightly longer in oral read-
ing than in silent reading (Rayner, 1998). In be-
tween fixations, the eye makes a rapid movement
called a saccade. Saccades can move the eye for-
ward through the text (a forward saccade) or back-
ward (a saccadic regression or simply a regres-
sion). Saccades tend to be around 6-8 charac-
ters in size in English (although this is language-
dependent; for example, Liversedge et al. (2016)
found longer saccades in Finnish and shorter sac-
cades in Chinese), and around 10-15% of sac-
cades in reading are regressions. Both strong and
poor readers make regressions, but stronger read-
ers seem to have the ability to accurately direct
their eyes back to a difficult or ambiguous pas-
sage, whereas weaker readers perform more gen-
eral back-tracking (Murray and Kennedy, 1988).

Whether a word is fixated on, and for how
long, is influenced by a number of word-level and
contextual factors. Content words are fixated on
approximately 85% of the time, while function
words are fixated on only 35% of the time (Rayner,
1998). There is some evidence that word type ef-
fects may be even more fine-grained, as work by
Barrett et al. (2016) demonstrates the possibility
for part-of-speech tagging based on eye-tracking
information. The number and duration of fixa-
tions is also affected by word frequency (Raney
and Rayner, 1995), word predictability in context
(Kliegl et al., 2004), the position of the word in
the sentence (Rayner et al., 2000), the emotional
valence of the word (Scott et al., 2012), and word
length (Rayner, 1998).

While sharing several features, silent reading
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and reading aloud are believed to potentially differ
in some ways. The main division between the two
types of reading is related to the access of phono-
logical and semantic representations in the brain.
In silent reading, there has been a great deal of dis-
cussion on whether the decoding of orthographic
information is directly mapped to semantic mean-
ing, or whether letters are mapped to phonemes,
which are then connected to semantic meaning.
By using a computational approach based on pre-
vious research about reading, Harm and Seiden-
berg (2004) investigate the two proposed routes
and suggest a combined model, where the phono-
logical path and direct path are simultaneously ac-
tivated and share the workload depending on fac-
tors such as word frequency and spelling-sound
consistency. The activation of semantic informa-
tion during reading aloud is also a matter that has
been discussed and researched for some time. It
was previously thought that during reading aloud,
the semantic level of information did not need to
be activated, but rather letters could be matched
directly to phonemes and then articulated. How-
ever, computational models (Coltheart et al., 2001)
and for example fMRI data (Graves et al., 2010)
have shown that semantic processing is involved
in reading aloud, but to varying degrees.

Previous work has identified differences be-
tween the eye-movements of individuals with cog-
nitive impairment relative to healthy controls.
Lueck et al. (2000) reported that participants with
AD had more irregular eye movements when read-
ing, longer fixation times, and more saccadic re-
gressions. Ferndndez et al. (2013) found that par-
ticipants with AD had an increased number of
fixations and regressions, and also skipped more
words than healthy controls. Pereira et al. (2014)
presented a review of the literature on eye-tracking
in MCI and AD, and suggested that such tech-
niques may be able to predict the conversion from
MCI to AD, partly due to the sensitivity of eye-
movements to early changes in memory, visual,
and executive processes.

Earlier this year, in a paper posted on arXiv,
Biondi et al. (2017) reported a classification ac-
curacy of 88.3% in distinguishing between partic-
ipants with AD and healthy controls through eye-
tracking measures. They recorded eye movements
from 40 healthy elderly adults and 20 AD patients
while they read 120 sentences. The sentences var-
ied in terms of predictability and familiarity (for

example, some of the sentences were well-known
proverbs). Each sentence was recorded as a sep-
arate trial. After removing 10% of the trials as
outliers, 90% of the remaining trials were used
to train a deep sparse-autoencoder, and 10% were
reserved as test data. It is assumed that some of
the training data and test data originated from the
same participants.

In this paper, we first aim to reproduce aspects
of the Biondi et al. (2017) study, although with
some notable differences. Our study was con-
ducted in Swedish, rather than Spanish, and in
each trial the participant was presented with an
entire paragraph, rather than individual sentences,
which affects our feature calculations and choice
of classifiers. Additionally, we present a compar-
ison of two different trial configurations (reading
silently versus reading aloud), and introduce new
word-level features to associate linguistic informa-
tion with the eye-tracking features. Furthermore,
perhaps the most critical difference from a clinical
standpoint is that our participants are in a milder
stage of cognitive decline, and have not received
AD diagnoses. Thus we aim explore whether this
promising approach can be used to detect the ear-
liest stages of cognitive impairment.

3 Methods

3.1 Participants

The participants were recruited from the Gothen-
burg MCI study, which is a large longitudinal
study on mild cognitive impairment (Wallin et al.,
2016). The overall Gothenburg MCI study is
approved by the local ethical committee review
board (reference number: L09199, 1999; T479-
11, 2011); while the currently described study was
approved by the local ethical committee decision
206-16, 2016.

To be included in this study, the participants
had to fulfill certain inclusion and exclusion crite-
ria: participants had to be native Swedish speakers
and had to be able to read and understand informa-
tion about the project, and be able to give consent.
Participants could not have dyslexia or other read-
ing difficulties not relating to their current cogni-
tive impairment. We also excluded patients with
deep depression, ongoing substance abuse, poor
vision that cannot be corrected with glasses or
contact lenses, and participants that were diag-
nosed with other serious psychiatric, neurological
or brain-related diseases, such as Parkinson’s dis-
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MCI (n=27) HC (n=30)

Age (years) 70.3 (5.8) 68.0 (7.5)
Education (years) 14.2 (3.6) 13.3(3.7)
Sex (M/F) 13/14 921
MMSE 28.2(1.3) 29.6 (0.6)
Table 1: Demographic information for partici-

pants with mild cognitive impairment (MCI) and
healthy controls (HC). Age, education, and Mini-
Mental State Exam (MMSE) scores are given
in the format: mean (standard deviation). The
MMSE is a general test of cognitive status and has
a maximum score of 30.

ease, amyotrophic lateral sclerosis, brain tumour
or stroke. Three groups of participants took part
in the study: persons with mild cognitive impair-
ment (MCI), persons with subjective cognitive im-
pairment (SCI), and healthy controls (HC). Partici-
pants have all been assessed with a battery of tests,
from neuropsychological examinations to struc-
tural MRI, blood tests, and lumbar punctures. The
groups analysed and compared in this paper are
the MCI group and the control group. Six con-
trol participants and five MCI participants were
excluded from the current analysis as a result of
calibration problems with the eye-tracker (e.g. due
to cataracts or eye inflammation).

Participant information can be seen in Table 1.
There is no significant difference between the
groups on age or education. The controls do
have significantly higher Mini-Mental State Exam
(MMSE) scores, on average (p < 0.0001). How-
ever, we note that the average MMSE score for our
MCI participants is 28.2 (out of 30), which is con-
sidered to be “normal” (Grut et al., 1993). We con-
trast this with the AD participants in the study by
Biondi et al. (2017), who had an average MMSE
score of 24.2. In fact, the healthy control partici-
pants in that study had an average MMSE of 27.8,
very similar to our MCI group. This indicates the
subtle nature of the impairment seen in the MCI
category.

3.2 Eye-tracking experiments

The eye-tracking experiments were carried out in a
quiet lab environment. We used an EyeLink 1000
Desktop Mount with monocular eye-tracking, and
used a headrest for head stabilization. Head stabi-
lization provides an increased eye-tracking perfor-
mance. The sampling rate was set to 1000 Hz.

The participants read two short texts, and af-
ter each text they answered five questions about
the texts. The first text was read silently, while
the second text was read aloud. Both texts were
taken from the International Reading Speed Texts
(IReST), which is a collection of texts that is avail-
able in 17 different languages. They are 146
words long in Swedish, and were developed to be
used as an evaluation tool for impairments in vi-
sion or reading ability (Trauzettel-Klosinski et al.,
2012). We chose to present complete paragraphs
(rather than individual sentences) to simulate a
more natural reading task, requiring the integra-
tion and recollection of information from the be-
ginning through to the end of the paragraph.

Areas of interest (AOIs) were defined in the
text, and each word was labeled as a separate AOIL.
Eye movements, such as saccades and fixations,
are then calculated with respect to the predefined
AOIs. Fixations occurring outside the AOIs are
not considered in this analysis.

The eye-tracker was calibrated for each partic-
ipant using a 9-point calibration procedure, and
drift-corrected between Trial 1 and Trial 2. How-
ever, visual inspection of the data revealed a ten-
dency for downward drift, particularly in the sec-
ond trial. This was corrected manually, where nec-
essary, to the degree agreed upon by two of the
authors (K.C.F. and K.L.F.).

3.3 Features

As our baseline, we consider the 13 features pre-
sented in Biondi et al. (2017), and summarized in
Table 2. Duration and amplitude features were
log-transformed before computing the mean and
standard deviation (Wotschack, 2009). The first
fixation of each trial is discarded, and analysis
starts from the second fixation (Holmgqvist et al.,
2011). As in Biondi et al. (2017), we partition the
fixations into 4 categories: first-pass first fixations,
later-pass first fixations', multi-fixations, and re-
fixations. These definitions are given in Table 2,
but for the sake of clarity we also present a simple
truth table summarizing the four types of fixations
in Table 3.

We then augment these baseline features with
information about the words in the text, namely
their frequency and word type. We first perform
basic syntactic and morphological analysis of the

IBiondi et al. (2017) refer to these as “unique” fixations,
but this terminology could be ambiguous and thus we have
avoided it here.
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Gaze duration (mean and s.d.) The mean and standard deviation of the length of time spent
fixating on a word, averaged over all words in a trial.

Saccade amplitude (mean and s.d.) The mean and standard deviation of the amplitude of the
saccades, averaged over all saccades in a trial.

Total fixations The total number of fixations in a trial.

Total first-pass first fixations The total number of first fixations occurring in the first pass
of a trial. That is, a first-pass first fixation occurs when it is the first fixation on the given
word, and there have been no fixations on any words occurring later in the text.

Total later-pass first fixations The total number of first fixations occurring outside the first-
pass of a trial. That is, a later-pass first fixation occurs when it is the first fixation on the
given word, but there have already been fixations on words occurring later in the text.

Total multi-fixations The total number of fixations on a word in the first-pass, excluding the
first fixation. That is, a multi-fixation occurs when a word is fixated on multiple times in
the run which starts with a first-pass first fixation.

Total re-fixations The total number of fixations on a word outside the first pass, excluding the
first fixation.

First-pass first fixation duration (mean and s.d.) The mean and standard deviation of the
duration of the first-pass first fixations.

Later-pass first fixation duration (mean and s.d.) The mean and standard deviation of the
duration of the later-pass first fixations.

Table 2: Eye-movement features.

Have any later words been visited?
No Yes

g
2.. No First-pass Later-pass
3 first fixation  first fixation
=
2 s
ﬁ £ Yes | Multi-fixation  Re-fixation
]
T

Table 3: Four types of fixations

two texts using the Sparv annotation tool? (Borin
et al., 2016). Specifically, each word was lemma-
tized and labeled with its part-of-speech (POS).
We assign a frequency value for each word
lemma according to the number of times it oc-
curs (per one million words) in the “Modern” lan-
guage section of the Korp Swedish language cor-
pus3, which contained 10.7 billion word tokens at
the time of writing (Borin et al., 2012). These fre-
quency values are POS-disambiguated. We then
partition the frequency values into high and low
frequencies, with a threshold of 20 occurrences
per million words. This threshold was chosen

Zhttps://spraakbanken.qgu.se/eng/
research/infrastructure/sparv

Jhttps://spraakbanken.gu.se/eng/
korp—-info

manually by observing the frequency distribution
of the words in the two texts. We also partition
the POS labels into two categories: content words
and function words. Content words are defined as
nouns, verbs, adjectives, and adverbs; everything
else is considered to be a function word.

We then define an augmented feature set, here-
after Biondi+word, which takes into account these
word-level annotations. Specifically, we create
new features corresponding to each of the fixation-
based baseline features. (The original feature set
also includes saccade amplitude, the computation
of which is not attached to any one particular
word.) When the original feature involves a mean
and standard deviation, we compute the ratio of
those values computed on the low:high frequency
words and the content:function words. To give an
example, for “mean gaze duration”, we compute
the ratio of the mean gaze duration on low fre-
quency words to mean gaze duration on high fre-
quency words, and the ratio of gaze duration on
content words to gaze duration on function words.
When the original feature is a raw count, we com-
pute a proportion instead. So for “total fixations”,
we compute the proportion of total fixations which
occur on low-frequency words, and the proportion
of total fixations which occur on content words. In
this way we define 22 new features to augment the
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original Biondi set.

Clearly, we expect these new features to be
somewhat correlated with each other, since func-
tion words tend also be high-frequency words.
However, many content words are also labeled as
high-frequency in our methodology, such as bil
(English: car) and potatis (English: potato).

3.4 C(lassification framework

We consider three classification algorithms: naive
Bayes (NB), support vector machine (SVM), and
logistic regression (LR), implemented in WEKA
Version 3.9.1 (Hall et al., 2009). Given the small
size of our data set, we forego parameter optimiza-
tion and use the default parameters; i.e., for LR we
use a ridge regression parameter of 1073, and for
SVM we use a first degree polynomial kernel and
a complexity parameter of 1.0. For feature selec-
tion, we use a wrapper method with a NB classi-
fier. We evaluate the classifier using leave-one-out
cross validation, in which at every iteration one
data point is held out as a test point, and all re-
maining points are used for feature selection and
classifier training. We report the average classifi-
cation accuracy across folds. For our dataset, the
majority class baseline is 52.6%.

4 Results

4.1 Individual trials

We first consider each trial individually, as we ex-
pect there may be differences in eye-movements
when reading silently (Trial 1) versus reading
aloud (Trial 2). The results for each classifier and
each feature set for the first trial are given in Ta-
ble 4a. Using the augmented feature set hurts clas-
sification accuracy in all cases, and the best accu-
racy of 75.4% is achieved using the naive Bayes
classifier and the Biondi feature set.

When using the data from Trial 2 (Table 4b),
the augmented feature set again leads to lower ac-
curacies in all cases, and the best result of 66.7%
is achieved by the SVM and naive Bayes classi-
fiers with the Biondi feature set. In every case, we
observe that the classification accuracies are the
same or worse on Trial 2 compared to Trial 1. That
is, we are able to extract less diagnostically-useful
information when the participant is reading aloud
than when they are reading silently. This makes
sense, since reading aloud is a more constrained
task: the reader must keep moving forward at a
reasonable pace to avoid disruptions in the spo-

SVM NB LR
Biondi 66.7 75.4 73.6
Biondi+word 64.9 71.9 68.4

(a) Trial 1: Reading silently
SVM NB LR
Biondi 66.7 66.7 64.9
Biondi+word 63.1 64.9 63.1

(b) Trial 2: Reading aloud

Table 4: Classifier accuracies for individual trials.

ken narrative. This limits the opportunity for the
eyes to move freely around the text. Furthermore,
in the reading aloud paradigm, the examiner pre-
sented the comprehension questions as soon as the
participant had reached the end of the text, in con-
trast to the silent reading paradigm, in which the
participants themselves indicated when they were
ready for the questions to be displayed.

4.2 Combining the trials

We now examine whether we can combine infor-
mation from the two trials to improve classifica-
tion accuracy. We consider two different methods
for combining the data: (1) concatenating the fea-
ture vectors from each trial, and (2) computing the
features across both trials, as if they are simply
two halves of a single trial. The first method has
the advantage of preserving any salient differences
between the two experimental paradigms (e.g. if
a feature is relevant only when reading silently,
that signal will remain in the data). The second
method, which we will refer to as merging, has the
benefit of essentially doubling the amount of data
used to compute each feature, possibly leading to
more accurate estimates.

The results for each combination are given in
Table 5. In most cases, the best accuracy is
achieved using the Biondi feature set alone. How-
ever, the highest accuracy is 86.0%, which occurs
in the merged configuration using the naive Bayes
classifier with the Biondi+word feature set. In ev-
ery case, a higher accuracy is achieved by merg-
ing, rather than concatenating, the data.

4.3 Classification summary

Figure 1 shows the results for each trial and feature
set, averaged over the three classifiers. In general,
the classifiers trained on Trial 2 did worse than
those trained on Trial 1. Concatenating the feature
vectors from the two trials resulted in better accu-
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SVM NB LR
Biondi 64.9 73.7 68.4
Biondi+word 63.2 73.7 66.7

(a) Concatenated trials

SVM NB LR

Biondi 84.2 82.5 78.9
Biondi+word 84.2 86.0 71.2
(b) Merged trials

Table 5: Classifier accuracies for combined trials.

BBiondi BBionditword

\\\\\\\\\\\\\\\\\\\\\\\\\\\\“

Trial 1 Trial 2 Concatenated Merged

Figure 1: Average accuracies for each trial and
feature set, averaged across classifiers.

racies than using Trial 2 data alone, but marginally
worse accuracies than using Trial 1 data alone.
The best results were achieved by merging the data
from the two trials. Using the Biondi feature set
alone did better than using the augmented feature
set in the first three cases, but the Biondi+word
feature set led to slightly higher accuracies in the
merged configuration.

However, not all of the observed trends are sta-
tistically significant. A 2-way ANOVA revealed
a significant effect of trial (p = 5.0 x 10~7) but
not feature set on classification accuracy. A Tukey
post-hoc test determined that the accuracies in the
merged trials are significantly better than in Trial
1 (p=6.8x107%), Trial 2 (p = 4.0 x 107), and
the concatenated trials (p = 1.2 x 107>). However,
there is no significant difference between Trial 1
and Trial 2, nor between either of those trials and
the concatenated trials.

4.4 Feature analysis

To determine which features help distinguish be-
tween the groups, we perform a two-tailed het-
eroscedastic z-test on all of the features, with Bon-
ferroni correction for repeated comparisons. For
this analysis, we consider data from the merged
trials, since they led to the best accuracies. Only
two features were found to be significantly differ-

Feature HC MCI p
mean mean
First-pass 989  69.1 52x107%
first fixations
Later-pass 100.9 1337 58x107°

first fixations

Table 6: Features which differ significantly be-
tween the groups.

ent between the groups after correction; these are
given in Table 6. Consistent with the classification
results, none of the frequency or word type fea-
tures are significant. The total number of first-pass
first fixations is significantly higher in the control
group but, in contrast, the number of later-pass
first fixations is higher in the MCI group. This
suggests that the controls have a greater tendency
to read through the text from start-to-finish, while
the MCI participants tend to skip over words and
then return to them later. An example of these
different reading patterns can be seen in Figure 2.
While this figure only shows data for two partici-
pants, it is interesting to note that there is a qual-
itatively greater difference on the silent trial (Fig-
ure 2a and Figure 2c) than in the reading aloud
trial (Figure 2b and Figure 2d).

Fernandez et al. (2013) found that participants
with AD had an increased number of total fix-
ations, first-pass fixations, and second-pass fixa-
tions. However, they noted that the second-pass
fixations showed an even more striking increase
than first-pass fixations. Our results are consistent
with this notable increase in second-pass fixations,
but not with the reported increase in first pass fix-
ations. One potential reason for this discrepancy
could lie in the definition of “first pass fixations”,
which in Ferndndez et al. (2013) is given as “the
initial reading consisting of all forward fixations
on a word”, while second-pass fixations are de-
fined as “re-reading”; it is possible that our later-
pass first fixations could be classified as first pass
fixations under this framework. Nonetheless, both
the Fernandez study and our current results sug-
gest a pattern of skipping and back-tracking that is
not seen in the control data.

5 Limitations

In this study, as in many studies involving clini-
cal data, our sample is rather small. Furthermore,
the two texts were not particularly difficult to read,
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(a) Control participant, reading silently.

o

IR |
Go——a
T% |
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(c) MCI participant, reading silently.

(d) MCI participant, reading aloud.

Figure 2: Examples of eye movements from a cognitively healthy participant (top) and an MCI partic-
ipant (bottom), as they read the text from Trial 1 silently (left) and the text from Trial 2 aloud (right).
Each blue box in the figures represents an AOI (i.e. a word in the text); the circles indicate fixations and
the lines show the movements of the eye. Figure (a) illustrates an example of a relatively straightforward
path through the Text 1, while Figure (c) shows one containing more backtracking and re-reading.

nor did they specifically contain words that might
be difficult to people with cognitive impairment
(for example, low-frequency words with irregular
pronunciation, as in Patterson et al. 1994). Addi-
tionally, some data had to be either adjusted or in
some cases excluded altogether due to calibration
quality.

6 Conclusions and future work

In this analysis, we found that we can use eye-
tracking information to distinguish between MCI
participants and controls with over 80% accuracy,
and up to 86% accuracy in the best case. As
expected, this is somewhat lower than the accu-
racy for distinguishing between controls and AD
participants reported in Biondi et al. (2017), but
demonstrates that eye-tracking may hold promise
as a method for detecting the earliest stages of cog-
nitive decline.

We also found that tracking eye movements
while the participant reads silently provides more
diagnostic information than when reading aloud.
Merging data from the two trial conditions led
to a significant increase in classification accuracy,
compared to using either trial alone. In the merged
data set, significant differences between the partic-

ipant groups were observed for the number of first-
pass first fixations (higher in the control group)
and later-pass first fixations (higher in the MCI
group), suggesting a somewhat disorganized and
non-linear path through the text.

Although annotating fixations with the fre-
quency and syntactic category of the word on
which the fixation occurs did ultimately lead to
the highest classification accuracy, this improve-
ment was not statistically significant, and none of
the augmented features showed a significant dif-
ference between the HC and MCI groups. It may
be that the participants were too early in their de-
cline (and the texts too linguistically simple) for
any effect to be seen, or it could be that these vari-
ables are not capturing the most relevant linguistic
information. In particular, the features were very
coarse, making only a binary distinction between
high/low frequency words and function/content
words. One avenue for future research will be to
design more sophisticated ways of incorporating
linguistic information into the eye-tracking model,
especially features that take into account context,
rather than operating at the single word level.

Another untapped source of information is the
acoustic signal in the reading aloud trial. Corre-
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lating eye movements with acoustic information,
such as pauses, fillers, hesitations, and word errors
may provide a more complete representation of
cognitive processing while reading. Furthermore,
other eye-tracking features in addition to those in-
cluded in the Biondi study may prove to be more
sensitive to early cognitive impairment.

In future work we also plan to explore the con-
nection between eye movements and reading com-
prehension. Each participant in this study also
answered comprehension questions related to the
passages they read. Analysing the relationship be-
tween different eye movement features and the ac-
curacy of the responses may help us better under-
stand the reading strategies used by healthy and
cognitively impaired readers.

Finally, future work will include the subjective-
cognitive impairment (SCI) group in the analysis.
These participants score normally on neuropsy-
chological tests, and so a reliable method for dis-
tinguishing them from healthy controls could help
provide an early warning system, even before clin-
ical symptoms develop.
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