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Abstract Petrovic et al., 2010; Lin et al., 2010; Liu et al.,
2010; Ritter et al., 2010). Yet, so far, not much
attention has been paid on a key characteristic of
micro-blogs: the high level of information redun-
dancy. Users often post messages with the same, or

very similar, content, especially when reporting or

In the last few years, the interest of the re-
search community in micro-blogs and social
media services, such as Twitter, is growing ex-
ponentially. Yet, so far not much attention has
been paid on a key characteristic of micro-

blogs: the high level of information redun-
dancy. The aim of this paper is to systemat-
ically approach this problem by providing an
operational definition of redundancy. We cast
redundancy in the framework of Textual En-
tailment Recognition. We also provide quan-
titative evidence on the pervasiveness of re-

commenting on news and events. For example, the
following two tweets are part of a large set of redun-
dant tweets issued during the 2010 winter Olympics:

(example 1)

ty : “Swiss ski jumper Simon Ammann takes first gold of
Vancouver”

dundancy in Twitter, and describe a dataset
of redundancy-annotated tweets. Finally, we

present a general purpose system for identify-
ing redundant tweets. An extensive quantita-

tive evaluation shows that our system success-
fully solves the redundancy detection task, im-

proving over baseline systems with statistical

significance.

to : “Swiss (Suisse) get the Gold on Normal Hill ski jump.
#Vancouver2010”

By performing an editorial study (described later in
the paper) we discovered that a large part of event-
related tweets are indeed redundant.

Detecting information redundancy is important
for various reasons. First, most applications based
on Twitter share the goal of providing tweets that
Micro-blogs and social media services, such as Twiare bothinformativeanddiverse with respect to an
ter, have experienced an exponential growth in thimitial user information need. For example, Twitter
last few years. The interest of the research commsearch engines should ideally select the most infor-
nity and the industry in these services has followedhative and diverse set of tweets in return to a user
a similar trend. Web companies such as Google, Yaguery. Similarly, a news web portal that attaches
hoo, and Bing are integrating more and more socidlveets to a given news article should attach those
content to their sites. At the same time, the compuweets that provide the broadest and most diverse
tational linguistic community is getting increasinglyset of information, opinions, and updates about the
interested in studying social and linguistic propernews item. To keep a high level of diversity, redun-
ties of Twitter and other micro-blogs (Java et al.dant tweets should be removed from the set of tweets
2007; Krishnamurthy et al., 2008; Kwak et al., 2010displayed to the user. Figure 1 shows an example of
Zhao et al., 2007; Popescu and Pennacchiotti, 2018;Twitter search engine where redundant tweets are
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Figure 1: Twitter search: actual Twitter results and dekiesults after redundancy reduction.

present (left) and where they are discarded (right). proaches with statistical significance, and we
Also, from a computational linguistic point of report a qualitative evaluation revealing the ad-

view, the high redundancy in micro-blogs gives the  vantages of the proposed model.

unprecedented opportunity to study classical tasks

o 7 Th t of th [ ized follows.
such as text summarization (Haghighi and Vandet- © rest of the paper IS organizec as 1oows

\ . fzirst, we shortly describe related work in Section 2.
wende, 2009), textual entailment recognition (Dax y

gan et al., 2006) and paraphrase detection (Dolan g?xt we provide our operational definition of re-

\ ndancy and introduce our editorial study and
al., 2004) on very large corpora characterized by 3 y ntrodd » rorial stdy

an . . . .

S ST . dataset in Section 3. In Section 4 we describe our

original and emerging linguistic style, pervaded with . .
. . : models for redundancy detection. In Section 5 we

ungrammatical and colloquial expressions, abbrevi-

. NN provide a quantitative and qualitative evaluation of
ations, and new linguistic forms.

: ) . : dels. In Section 6 lude th ith
The aim of this paper is to formally define, for theOurmo €1S. Il SECtion b We conclude the paper wi

L o final observations and future work.
first time, the problem of redundancy in micro-blogs

and to systematically approach the task of automatZ Related Work

redundancy detection. Note that we focus on lin- ]

guistic redundancy, i.e. tweets that convey the sam far, most research cfwitter has focused on
information with different wordings, and ignore thelts network  structure, the_somal behavior of its
more trivial issue of detecting retweets, which ca/Sers (Java et al., 2007; Krishnamurthy et al., 2008;
be considered the most basic expression of redul§Wak et al.,, 2010), ranking tweets by relevance for

dancy. web search (Ramage et al., 2010; Duan et al., 2010),
The main contributions of this paper are the fol2nd the analysis of time series for extracting trending
lowing: news, events and facts (Zhao et al., 2007; Popescu

and Pennacchiotti, 2010; Petrovic et al., 2010; Lin

o We formally define the problem of redundancyet al., 2010). Only few studies have specifically fo-
detection in micro-blogs within the framework cused on the linguistic content analysis of tweets,
of Textual Entailment theory; e.g. (Davidov et al., 2010; Barbosa and Feng, 2010).
o To date, our paper most closely relates to works on

 We report results from an editorial study andsemantic role labeling (SRL) on social media (Liu et

provide quantitative evidence of the pervasivey|  >010) and conversation modeling (Ritter et al.,
ness of redundancy in Twitter; 2010).

« We present a set of simple and effective ma- LU €t al. (2010) present a self-learning SRL sys-
chine learning models for solving the task ofem for news tweets, with the gogl of addressing low
redundancy detection: performance caused by the noise and the unstruc-

tured nature of the data. The authors first cluster

e We provide promising experimental results thatogether tweets that refer to the same news. Then,
show that these models outperform baseline afer each cluster, they identify the tweets that are
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well-formed (i.e. copy-pasted from news), and inadapted to the unstructured, and oftentimes ungram-
duce role mappings between well-formed and noisgnatical, Twitter language.

tweets in the same cluster by performing word align-

ment. In our paper we are also interested in aligning Redundancy in Twitter

and grouping tweets, although our goal is to dete

redundancy, not to perform SRL. . . .
On a different ground, Ritter et al. (2010) pro_elther convey the same informatiopafaphrasé or
. ’ . L if the information of one tweet subsumes the infor-
pose a probabilistic model to discover dialogue acts

) . . . .~ mation of the othertéxtual entailment For exam-
in Twitter conversations and to classify tweets in a o : )
le, the pair in(example 1)s redundant. The first

conversation according to those acts. (A convers%— . ) .
o . . weet subsumes (i.e. ‘textually entails’) the other;
tion is defined as a set of tweets in the same r

) . . %oth tweets state that Switzerland won a Gold Medal
ply thread.) The authors define 10 major dialogué€ ) . :
4 ) . . at the Vancouver winter Olympics, but the first one

acts for Twitter, including status, question, response o
. . . .. _also specifies the name of the athlete. The follow-

and reaction, and automatically build a probabilis-

. " ing pair is, instead, non-redundant, because the two
tic transition graph for such acts. In our paper, w

also aim at classifying tweets, but our interest is igweets convey different information, and they do not

information redundancy instead of acts. subsume each other:
In the computational linguistic literatureedun-  (example 2)
dan_cy d.etectlonls studied in multl—document. SUM- 4. . “Goal! Iniesta scores for #ESP and they have one
o select the most informatve sentences o sng™ " (e fortdeue
L . 1o : “this will be a hard final #E Ned #worldcup”
pets (Haghighi and Vanderwende, 2009). Sinc€ IS Wi be a hard final #tsp vs e oridetp

tweets are short and tweet sets cannot be considergdr definition of redundancy is grounded on, and in-
documents, these methods are hard to apply. A moggired by, the theory of Textual Entailment, to which
convenient setting is paraphrase detection (Dolan @fe refer the reader for further details (Dagan et al.,
al., 2004) and textual entailment recognition (Dagapo0e).
et al., 2006) (RTE).

In RTE the task is to recognize if a text called3.1 Quantifying redundancy

thetext T’ (typically one or two sentences long) en-qy pervasive is redundancy in Twitter? In order to
tails another text called thigypothesisi. Many ap-  answer this question we performed an initial edito-
proaches have been proposed for this task, mos{liy) study where human editors were asked to anno-
based on machine leaming. Three main clasSege pairs of tweets as being either redundant or non-
of features have been so far explored in RTE: dipqundant. The editorial study also serves as a test

tance/similarity feature spaces (Corley and Mihalpeq for evaluating our redundancy detection models,
cea, 2005; Newman et al., 2005; Haghighi et a'as discussed in Section 5.

2005; Hickl et al., 2006), entailment trigger fea- |4 the study we focus on ‘informative’ tweets,
ture spaces (de Marneffe et al., 2006; MacCartngy,  (yeets that describe or comment on relevant
et al., 2006), and pair content feature spaces (Zagyents/facts. Indeed, these are the types of tweets
zotto et al., 2(_)09). Distance/similarity feature SPACeRy which redundancy is a critical issue, especially
are more suitable to the paraphrase detection tagkie\y of real applications, e.g. to present a diverse
because they model the similarity between the tWogt of yweets for a given news article. Other types of
texts. On the other hand, entailment trigger and COReets, such as status updates, self-promotions, and

tent feature spaces model complex relations betwegR s ona| messages are of less interest in this context.
the texts, taking into account first-order entailment

rules, i.e. entailment rules with variables. Dataset extraction. The study is performed on
In this paper, one of our goals is to explore RTEan automatically built dataset of informative tweets.
techniques and features that are usually used fdhe most critical issue for extracting the dataset is
classical texts, and check if they can be successfultp pre-process tweets and to discard those that are
661

%e formally define two tweets asdundant if they



not informative. This is not an easy task: a recent redundant 367 (29.5%)

study (Pear-Analytics, 2009) estimates that only 4% entailment 195 (15.7%)
of all tweets are factual news, and only 37% are con- paraphrase 172 (13.5%)
versations with content. The rest are spam, status non-redundant 875 (70.5%)

updates and other types of uninformative content. related 541 (43.6%)
In order to retain only informative tweets we first unrelated 334  (26.9%)

extractbuzzy snapsho{®opescu and Pennacchiotti,

2010). A snapshot is defined as a set of tweets that Table 1: Results of the redundancy editorial study.

explicitly mention a specific topic within a speci-

fied time period. A buzzy snapshot is defined as shots for the event list, containing 393,965 tweets

snapshot with a large number of tweets, compare@84 tweets per snapshot).

to previous time periods. For example, given the The above two final snapshot corpora (i.e. the 972

topic ‘Haiti earthquake’, the snapshot composed bgelebrities’ snapshots and 674 events’ snapshots)

the tweets mentioning ‘Haiti earthquake’ on Januargan be considered a good representation of event de-

12th, 2010, will constitute a buzzy snapshot, since iacriptions and comments on Twitter, thus forming

previous days the topic was not mentioned often. our initial set of ‘informative’ tweets. From these
We use two different topic lists: eelebrity list two corpora, we extract the final tweet-pair dataset

containing about 104K celebrity names, crawledby randomly sampling 1500 pairs of tweets con-

from Wikipedia, including actors, musicians, politi-tained in the same snapshot. Tweet-pairs that con-

cians, and athletes; and awent listcomposed of tain retweets are excluded.

398 hashtags related to 8 major events that hap-

pened between January and July 2010, and listéataset annotation. The main editorial task con-

in Wikipedia: ! the earthquake in Haiti, the winter sisted of annotating tweet-pairs as either redundant

Olympics, the earthquake in Chile, the death of ther non-redundant. We also asked editors to char-

Polish president, the volcano eruption in Iceland, thacterize the specific linguistic relation between the

oil spill in the Gulf of Mexico, the Greek financial two tweets of a pair. We consider four relatioest-

crisis, and the FIFA world cup. tailment (the first tweet entails the second or vice

We extract buzzy snapshots for the above twdersa),paraphrase contradiction (the tweets con-
topic lists by following the method describedtradict each other), anelated(the tweets are about
in (Popescu and Pennacchiotti, 2010): we consid&e same topic, e.g. the Haiti earthquake, but are
time periods of one day, and call buzzy the snapsho'[@, none of the previous relations). Tweets that were
that mention a given topia times more than the av- about different topics were labeledhrelated An-
erage over the previous 2 days. We@séd 20 and 5 notators were asked to base their decisions on the
respectively for the celebrity list and the event listparts of the tweets that contained information rel-
We further exclude irrelevant and spam snapsho@yant to the selected topic, e.g. the earthquake in
by removing those that have: fewer than 10 tweetdjaiti. These parts were marked in the corpus. Fo-
more than 50% of tweets non-English; and an avegusing on these parts is in line with potential appli-
age token overlap between tweets of more than 80%gtions of tweet redundancy detection as tweets are
usually corresponding to spam threads. firstly grouped around a topic. Note that pairs that

The extraction is performed on a Twitter corpudall under the entailment or paraphrase relation are
containing all tweets posted between July 2009 ari@dundant, while unrelated, related, and contradic-
August 2010. In all, we extract 972 snapshots folory tweets are non-redundant.
the celebrity list, containing 205,885 tweets (i.e. av- The annotation was performed in a three stage
erage of 212 tweets per snapshot); and 674 snaprocess, since tweets are sometimes hard to under-
stand and hence to annotate (misspellings, usage of

'Hashtags are keywords prefixed by ‘#', that are used by th ‘o .
Twitter community to mark the topic of a tweet. We collectedglang and abbreviations, lack of discourse context).

our set of hashtags by semi-automatically inspecting thiegw 1N the first step, the 1500 pairs were independently
stream in the days the major events happened. annotated by a pool of 20 trained editors, super-
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vised by an expert lead. In the second step, the aaverlap, then they are likely to express the same in-
notations were checked by three highly trained eXormation — i.e. they are likely to be redundant. In
perts with background in computational linguisticsthis model, the SVM is trained using a single fea-
each pair was independently checked by two exure that computes the cosine similarity between the
perts. Average kappa agreement in this second stbpg-of-word vectors of the two tweets. The bag-of-
is kappa = 0.63 (corresponding to ‘good agree-word vector is built using a classictidf weighting
ment’). In afinal step, discordances between the twechema over the set of tokens of the pair. This a very
experts were resolved by the third expert. Uncleaimple baseline as SVM is only learning thresholds
and unresolved pairs after the three stages were dissing this single feature.
carded from the dataset, leaving a final set of 1242 The bag-of-word model is of course a naive ap-
pairs.? proach, since in many cases redundant tweets can
i have very different lexical content (e.g. the fol-
Annotation Results. Table 1 reports _the results of lowing two tweets: “Farrah Fawcett left out of Os-
our study. Among the 1242 tweet-pairs, 367 (30%2ar memorial’, “No Farrah Fawcett's memory at

are redundant and 875 (70%) are non-redunda_%e Academy Awards”), and non-redundant tweets
This shows that redundancy is indeed a PENVASIVEL have similar lexical content (e.g. the tweets:

phenomenon in Twitter, and a critical issue that ha‘%ohnny Deep is dead”, “Johnny Deep is not dead”)
to be solved in order to provide clean and diverse ’ '
social content. Most cases of redundancy corret.2 WordNet-based bag-of-word model

spond to tweets that report the same fact using differ- ~ (wBow)

entwording, occasiqnally adding‘irrelevant perso_na{.,he secondbaselinemodel was first defined in (Cor-
corr?ments and sentiments (e.g. ‘Johnny Depp dfeﬁjey and Mihalcea, 2005) and since then has been
vs. ‘OMG, | am so sad that Johnny Depp is deaOI)'used by many RTE systems. The model extends
BOW by measuring similarity at the semantic level,
instead of the lexical level.
The task ofredundancy detectionin Twitter is a For example, consider the tweet pair: “Oscars
tweet-pair classification problem. Given two tweetgorgot Farrah Fawcett”, “Farrah Fawcett snubbed at
t; andts, the goal is to classify the pait;,t2) as Academy Awards”. This pair is redundant, and,
being either redundant or non-redundant. hence, should be assigned a very high similar-
In this section we describe different models foity. Yet, Bow would assign a low score, since
redundancy detection, inspired by existing work irmany words are not shared across the two tweets.
RTE. We adopt a machine learning approach wherevasow fixes this problem by matching ‘Oscar’-
Support Vector Machine (SVM) is trained on a man-‘Academy Awards’ and ‘forgot’-‘snubbed’ at the se-
ually annotated training set to classify incoming tesmantic level. To provide these matchesgow re-
examples as either redundant or non-redundant. Aies on specific word similarity measures over Word-
evaluation of the different models adopting for trainNet (Miller, 1995), that allow synonymy and hyper-
ing and testing the dataset described in Section 3, @ymy matches: in our experiments we specifically

4 Redundancy detection models

presented in Section 5. use Jiang&Conrath similarity (Jiang and Conrath,
1997).
4.1 Bag-of-word model gow) In practice, we implemenivBow by using the

The bag-of-word model is the most simple approactext similarity measure defined in (Corley and Mi-
for detecting redundancy. It is used abaselinein  halcea, 2005) as the single feature in the SVM clas-
our experiment. The simple intuition of the modelsifier that, as inBow, learns the threshold on this
is that if two tweetst; andt, have a high lexical single feature.

?At this time, the Twittef "' Terms of Use do not allow 4.3 Lexical content model (EX)

publication of the annotated dataset. Should the Terms of .
Use change, the dataset will become available for download 4 NiS model and the next onesY(NT and FOR) ex-
http://art.uniroma2.it/zanzotto/datasets plicity model the content of a tweet paiP =
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(t1,t2) as a whole. This is a radically different ap-that the two tweets are correctly syntactically ana-
proach with respect to the similarity-based modelk/zed). This feature space models the relations be-
explored so far, where the contenttgfandt, were tween words syntactically. Therefore it overcomes
treated independently (i.e. each tweet with its owthe limitations of tha.ex feature space. But it also
bag of words), and the SVM used as the single feantroduces a new limitation: the above feature is
ture the similarity between the two tweets. in fact also active for the tweet pairGM bought

In the LEX model we represent the content of theDpel',“ Opel owns GM). This pair is extremely dif-
tweet pair in a double bag-of-word vector spaceferent from the previous one, thus possibly mislead-
Each pairP = (t1,t3) is represented by two bag- ing the classifier.
of-word vectors,(t1, ;). Within this space, we can  This feature space is not represented explicitly,
then define a specific similarity measure betweehut it is encoded in a kernel function. Given two
pairs using a kernel function in the SVM learningpairs of tweets?(® and P(*), thesyNT kernel func-
algorithm. Given two pairs of twee®8(® and P(), tion is defined as follows:
the LEX kernel function is defined as follows:

Krpx (P9, PO) = cos(t\ ") + cos(ts” 1))

wherecos(-,-) is the cosine similarity between the
two vectors. The ex feature space is simple and
can be extremely effective in modeling the content 5 Syntactic first-order rule content model
of tweet pairs. Yet, in principle, it doesn’'t model the (FOR)

relations among words in the tweet. Different CON=1e Eor model overcomes the limitations BFNT,

terttfeature spaces are then needed to capture thgse, i ning the space with features representing
relations. first-order relations between the two tweets of a
4.4 Syntactic content model $YNT) pair. Each feature represents a rule with variables,

dée. a first order rule that is activated by the tweet

Ksynr(P@, PY)) = K(tga)7 tﬁb)) + K(téa)atgb))

whereK (-, -) is the tree kernel function described in
(Collins and Duffy, 2002).

The sYNT model represents a tweet pair usin
pairs of syntactic tree fragments from and ¢,.
Each feature is a paik fry, fro >, where fry
and fro are syntactic tree fragments (see figur
below). As defined in (Collins and Duffy, 2002),

a syntactic tree fragmentr; is active int; when . active for a tweet paift: &) if the svntactic
fr; is a subtree of the syntactic interpretation of° _ pailty, t2) syntact
Interpretations oft; and ¢, can be unified with

t;. Therefore, these features represent ground rules F | ider the followi
connecting the left-hand sides and the right-han eé’;&éfrz ~- Forexample, consider the foflowing

sides of the tweet pair: each feature is active for &
pair (t1,t2) when the left-hand sid¢r; is activated

airs if the variables are unified. This feature space
has been introduced in (Zanzotto and Moschitti,

006) and shown to improve over the ones above.

ach feature< fri, fro > is a pair of syntactic tree
fragments augmented with variables. The feature

by the syntactic analysis af and the right-hand /S\ /S\
side fro is activated byt;. As an example consider ( neXl we neXl e >
. P ) PN

the feature: vep Np[Y] vep Np[Y]

bOL‘Jghl OV\‘InS
S S
NP VP NP This feature is active for the pair @M bought
< N PN >

VBP NP VBP NP Opel'," GM owns Opé€), with the variable unifica-
vt . tion [X] = “GM” and[Y] = “Opel’. On the contrary,
this feature is not active for the pairGM bought
This feature is active for the pair of tweetsM  Opel,” Opel owns GM) as there is no possibility of
bought Opé€l“GM owns Opé€) since the syntac- unifying the two variables. Efficient algorithms for
tic analysis of the pair matches the feature (givethe computation of the related kernel functions can
664



be found in (Moschitti and Zanzotto, 2007; Zanzotto Model AROC
and Dell'Arciprete, 2009).

BOW 0.592
WBOW 0.578
5 Experimental Evaluation LEX + BOW 0.725f
LEX + wBow  0.728f
In this section we present an evaluation of the differ- SYNT + BOW 0-7361
ent redundancy detection models. First, we define SYNT + WBOW 0.7371
the experimental setup in Section 5.1. Then, we an- FOR+ BOW 0-739T ,
alyze the results of the experiments in Section 5.2. FOR+wBOW  0.747

Table 2: Experimental results of the different systems.
5.1 Experimental Setup indicates statistical significancg & 0.01) with respect
to the two baseline metho@®w andwsow. } indicates
We experiment with the redundancy detectiorstatistical significancep( < 0.1) with respect torOR +
dataset described in Section 3. We randomly divideow
the corpus into two sets: 50% for training and 50%
for testing. The training set contains 185 positive; »  Experimental Results

tweet-pairs and 416 negative pairs. The test set con- _
tains 182 positive pairs and 466 negatives. Table 2 reports the results of the experiment. The

Wi luate th ; ¢ th SVMfirst and most important result is that models using
¢ evaluale the periormance o € >VVcontent featuresLEX, SYNT, andFOR) along with
models using the following feature combina-

) similarity featuresgow andwsow) outperform the
tions: LEX+BOW, LEX+WBOW, SYNT+BOW,

two baseline models using only similarity features
SYNT+WBOW, FOR+BOW, FOR+twWBOW. We com-

h basell q 3 with statistical significance, up to more than 15%
pare to the system baselineew andwsow. AROC points.

The performance of the different models is com- At first glance, WordNet similarities are not use-
puted using the Area Under the ROC curve (AROCﬁ_” the performance of thavBow model is in-
applied to the classification score returned by thgeed comparable and statistically insignificant with
SVM. The ROC curve allows us to study the berespect to the pure token based moselw. This
havior of the classifier in detail, and also provides @eems to be intuitive as the language of the tweets
powerful way to compare among systems when thean be far from proper English, i.e. it may contain
dataset is unbalanced (as in our case). many out-of-dictionary words that are not present

To determine the statistical significance of the difin WordNet, thus impairing the similarity measure
ference in the performance of the systems we andsed bywBow.
lyzed, we use the model described in (Yeh, 2000) as This trend is also confirmed in the case of content-
implemented in (Pado, 2006). based systems likeEx and SYNT. Using BOW

We pre-process the dataset with the followin r wsow in combination with these features has
tools: the Charniak Parser (Charniak, 2000) fogfhe same effect on the final performance. Only the

parsing sentences, the WordNet similarity paCkl_ZORfeatures are positively affected by the WordNet-
age (Pedersen et al., 2004) for computingow based distance. This may be explained by the fact
and for linking the two tweets in a pair, and SvM-at in theFORFWBOW system, the WordNet sim-
light (Joachims, 1999), extended with the syntac/2"y iS also used to link words in the two tweets
tic first-order rule kernels described in (Moschittiof @ Palr. This increases the possibility of finding
and Zanzotto, 2007) for creating tiseNT and the reasonable and useful first-order rules. In the quali-
FORfeatgre spaces. We. L_jsed the C_:harnlak Synt_ac 3Note that other feature combinations would not add value,
parser without any specific adaptation to the Twittegs gow and wsow are interchangeable, and the same stands
language. for LEX, SYNT andFOR.
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tative analysis that follows, we show some examplety. These are all examples whesew andwsow
that support this intuition. should typically fail, whileFor+wBoOW could cap-
On the other hand, syntax plays a key role for deture important syntactic first-order rules to overcome
tecting redundancy. The two syntax based modetbe limitations of the pure similarity-based models.
SYNT andFoOR outperform the lexical based models As a first example, botlBow andwsow fail to
LEX between 1 and 2 AROC points. This is sur-assign a high rank (i.e. low rank number) to the
prising, since the Charniak parser used in the expetedundant paionl65 in fact, ‘died’ does not lexi-
iments has not been adapted to the Tweet languagelly match ‘rip’, nor are these two words related in
and therefore could have produced many interpretdordNet. In contrastror+wBOW assigns a high
tion errors, thus impairing the use of syntax. Thigank to this pair, since it may be able to apply the
seems to suggest that if the interpretations of theille <X died rip X> that was most probably ac-
part-of speech tags of the unknown words is correctjuired from examples in the training set (the hoax
the syntax of tweets is reasonably similar to the syref somebody’s death is pervasive in Twitter, and it
tax of the generic English language. is therefore likely to fire the abovementioned rule in
The best performing model mor+wBow: first-  our dataset if enough examples are available).
order rules successfully emerge in tweets and are The third and the fourth pairso{30 and 021)
positively exploited by the learning system. In theshow some commonalitie3 . According to the
next section we report examples that support this olwordNet similarity measure we used, ‘recognize’

servation. and ‘snub’ are highly related as well as ‘forget’ and
o _ ‘snub’. Hence, the two tokens are linked as similar.
5.3 Qualitative analysis Foro013Q the triggering syntactic rule is(S (NPX)

The experimental results reported in the previ(VP Y).(VP (VY)(NPX)>whereX andY are vari-

ous section show that first-order syntactic rules igPles. Fon21, the rule is:<(VP (V X) (NPY),(VP

combination with the WordNet-based bag—of—worc(v X) (NPY)>.

(FOrR+wBOW) are highly effective in detecting re-  For the non-redundant pairs (N) at the bottom of

dundancy. In this section, we briefly analyzéhe table, the first-order rules are less intuitive. Yet,

some tweet pairs where the differences between tHisis clear why these pairs have high lexical simi-

model and th&ow andwBow models are evident. larity (and therefore are ranked high Byw and
Table 3 reports examples of tweet pairs, alony/BOW): The two tweets in the paioe387 share

with their ranking position in the test set, accord-volcanic’, ‘ash’, and the hashtag #ashtag’. Tweets

ing to the SVM score, with respect to different mod-n 0eé4share ‘Icelandic’ and “eruption’ but they are

els. The first column represents the editorial gold€scribing different facts. Tweets in the pai43

standard (gs) for the tweet pairs we considered: ei'® S|mllar since they 'are_sharlr_lg the three hashtags

ther redundant (R) or non-redundant (N). Since wéPPOil’, #bp’, and #oilspill’. This example shows

feed the classifiers with ‘redundant’ as the positivé1@t hashtags alone are not very indicative and useful

class®, a classifier is better than another if it rankdOr detecting redundancy in Twitter.

redundant tweet pairs (R) higher than non-redundant ]

ones (N). The second, the third, and the fourt§ Conclusions

columns represent the rank given byBoOwW+FOR,

. . . In this paper we introduced the notion of linguistic
wBoOw, andBow respectively. The fifth column is pap g

the tweet-pair identifier i dataset (id). The | redundancy in micro-blogs and the task of tweet re-
N © WTe -pairi etﬂl |ter lrj[vt/)urt atase t(1l )'_ € asI:iundancy detection. We also presented an editorial
Wo columns are the two tWeets In each pair. study showing that redundancy is pervasive in Twit-

The table reports interesting examples where rga, 4 that methods for its detection will be key in
dundant pairs have very little lexical similarity while

the non-redundant pairs have a high lexical similar- ®in 0130, the common topic is ‘farrah fawcett: “farrah
fawcett not recognized at the Oscars memorial?” and “sraibbe
“This is just a convention. Results would be the same bfarrah fawcett. #oscars” are used by the annotators to nfeke t
taking non-redundant pairs as the positive class. decision.
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FOR+WBOW

2
m
gs = 2 id t to
R 11 137 130 0165 ‘“isthat True that johnny depp died???” “Rip johnny depp?sTdannot be True”
R 32 246 239 0942 “sad..jim carrey and jenny mccarthy have“jim carrey & jenny mccarthy broke up!
called it quits...” omg! bummer! they were the cutest crazy
couple ever.”

R 43 165 158 0130 “farrah fawcett & bea arthur not recognized “i dont understand how they included
at the Oscars memorial? really?” michael jackson in the memorial tribute as an
actor but snubbed farrah fawcett. #oscars”

R 101 632 641 o021 “Oscars forgot farrah fawcett??” “farrah fawcett snubbe@sacars appeared
in a movie with best actor Jeff Bridges... dis-
gusting”

N 467 161 155 0e387 “We may die in volcanic ash today. Choose“# Just heard about the Icelandic volcanic
your final pose soon to look cool for future ash thing, not really interested but it has the
archaeologists. #ashtag” best hashtag ever, #ashtag !”

N 572 96 92 o0e43 “Many Endangered Turtles Dying On “Species Most at Risk Because of the Oil
Texas Gulf Coast http://ow.ly/IFbB8 via Spill http://fow.ly/1FcB7 #bpoil #bp #oil-

@nprnews #bpoil #bp #oilspill” spill”
N 614 129 124 oe64 “http://bit.ly/d8W7Xw #ashtag IN PIC- “So, who's going to take a crack at pro-
TURES: Icelandic volcanic eruption” nouncing the part of Iceland the eruption was
in? #ashtag”

Table 3: Ranks of some tweet pairs according to the scordedfifferent classifiers.

the future for the development of accurate Twitter- ference on Computational Linguistics (Coling 20,10)

based applications. In the second part of the pa- pages 36-44, Beijing, China.

per we presented some promising models for reduftigene Charniak. 2000. A maximum-entropy-inspired

dancy detection that show encouraging results when Parser. IrProceedings of the Annual Conference of the

compared to typical lexical baselines. Even with the '\O'th American Chapter of the Association for Com-
N . . putational Linguisticspages 132-139, Seattle, Wash-

ungrammaticalities used in tweets, syntactic feature ington.

spaces are effective in modeling redundancy, €SPfrichael Collins and Nigel Duffy. 2002. New ranking

cially when used in first-order rules. algorithms for parsing and tagging: Kernels over dis-

In future work we plan to improve our system by crete structures, and the voted perceptrorPrbceed-

adapting existing linguistic tools and resources to ings of the 40th Annual Meeting on Association for

Twitter (e.g. syntactic parsers). We also plan to in- Computational Linguisticspages 263-270.

vestigate the use of semantic roles and contextual iffPurtney Corley and Rada Mihalcea. 2005. Measur-

formation to improve the models. For example, the ing the semantic similarity .Ol.c texts. Iﬂrpceedmgs of .

. the ACL Workshop on Empirical Modeling of Semantic
tweets that other users post about the same topic OquuivaIence and Entailmemiages 13-18, Ann Arbor,
the target-pair may be of some help. Finally, we are wjchigan.
investigating the integration of our models into realdo Dagan, Oren Glickman, and Bernardo Magnini.
applications such a the enrichment of news articles 2006. The pascal recognising textual entailment chal-

with related andliversecontent from social media.  lenge. In Quionero-Candela et al., editioNAI 3944:
MLCW 2005 pages 177-190, Milan, Italy. Springer-
Verlag.

References Dmitry Davidov, Oren Tsur, and Ari Rappoport. 2010.

Enhanced sentiment learning using twitter hashtags
Luciano Barbosa and Junlan Feng. 2010. Robust senti-and smileys. InPosters Proceedings of the 23rd In-
ment detection on twitter from biased and noisy data. ternational Conference on Computational Linguistics
In Posters Proceedings of the 23rd International Con- (Coling 2010) pages 241249, Beijing, China.

667



Marie-Catherine de Marneffe, Bill MacCartney, Trond a news media? IfProceedings of WWW '10: Pro-
Grenager, Daniel Cer, Anna Rafferty, and Christopher ceedings of the 19th international conference on World
D. Manning. 2006. Learning to distinguish valid wide webh pages 591-600, Raleigh, North Carolina,
textual entailments. IrProceedings of the Second USA.
PASCAL Challenges Workshop on Recognising Tegindy-Xide Lin, Bo Zhao, Qiaozhu Mei, and Jiawei Han.
tual Entailment Venice, Italy. 2010. Pet: a statistical model for popular events
Bill Dolan, Chris Quirk, and Chris Brockett. 2004. tracking in social communities. |Rroceedings of
Unsupervised construction of large paraphrase cor- the 16th ACM SIGKDD international conference on
pora: Exploiting massively parallel news sources. In Knowledge discovery and data miningages 929-
Proceedings of the 20th International Conference on 938, Washington, DC, USA.
Computational Linguistics (Coling 2004)ages 350— Xiaohua Liu, Kuan Li, Bo Han, Ming Zhou, Long Jiang,
356, Geneva, Switzerland. Zhongyang Xiong, and Changning Huang. 2010. Se-
Yajuan Duan, Long Jiang, Tao Qin, Ming Zhou, and mantic role labeling for news tweets. Rroceed-
Heung-Yeung Shum. 2010. An empirical study on ings of the 23rd International Conference on Com-
learning to rank of tweets. IRroceedings of the 23rd  putational Linguistics (Coling 2010pages 698-706,
International Conference on Computational Linguis- Beijing, China, August.
tics (Coling 2010)pages 295-303, Beijing, China.  Bill MacCartney, Trond Grenager, Marie-Catherine
Aria Haghighi and Lucy Vanderwende. 2009. Exploring de Marneffe, Daniel Cer, and Christopher D. Manning.
content models for multi-document summarization. In  2006. Learning to recognize features of valid textual
Proceedings of Human Language Technologies: The entailments. InProceedings of the main conference
2009 Annual Conference of the North American Chap- on Human Language Technology Conference of the
ter of the Association for Computational Linguistics  North American Chapter of the Association of Com-
pages 362-370, Boulder, Colorado. putational Linguistics pages 41-48, New York City,
Aria Haghighi, Andrew Ng, and Christopher Manning. USA.
2005. Robust textual inference via graph matchingseorge A. Miller. 1995. WordNet: A lexical database for
In Proceedings of the conference on Human Language English. Communications of the ACN88(11):39-41,
Technology and Empirical Methods in Natural Lan- November.
guage Processingages 387-394, Vancouver, BritishAlessandro Moschitti and Fabio Massimo Zanzotto.
Columbia, Canada. 2007. Fast and effective kernels for relational learn-
Andrew Hickl, John Williams, Jeremy Bensley, Kirk ing from texts. InProceedings of the International
Roberts, Bryan Rink, and Ying Shi. 2006. Recogniz- Conference of Machine Learning (ICMLEorvallis,
ing textual entailment with LCC’s groundhog system. Oregon.
In Bernardo Magnini and Ido Dagan, editoPspceed- Eamonn Newman, Nicola Stokes, John Dunnion, and
ings of the 2nd PASCAL RTE Challenyenice, Italy. Joe Carthy. 2005. Textual entailment recognition us-
Akshay Java, Xiaodan Song, Tim Finin, and Belle Tseng. ing a linguistically-motivated decision tree classifier.
2007. Why we Twitter: understanding microblogging In Joaquin Quifionero Candela, Ido Dagan, Bernardo
usage and communities. Rroceedings of the 9th We-  Magnini, and Florence d’Alché Buc, editofgLCW,
bKDD and 1st SNA-KDD 2007 volume 3944 ofLecture Notes in Computer Science
Jay J. Jiang and David W. Conrath. 1997. Semantic sim- pages 372-384. Springer.
ilarity based on corpus statistics and lexical taxonomysebastian Pad6, 2008Jser’s guide tosi gf : Signifi-
In Proceedings of the 10th International Conference cance testing by approximate randomisation
on Research in Computational Linguistics ROCLINGPear-Analytics. 2009. Twitter study - august 2009.
pages 132-139, Tapei, Taiwan. Ted Pedersen, Siddharth Patwardhan, and Jason Miche-
Thorsten Joachims. 1999. Making large-scale svm lizzi. 2004. Wordnet::similarity - measuring the relat-
learning practical. In B. Schlkopf, C. Burges, and edness of concepts. Demonstration Papers at HLT-
A. Smola, editors,Advances in Kernel Methods- NAACL 2004pages 38—41, Boston, MA.
Support Vector LearningVIT Press. Sa%a Petrovic, Miles Osborne, and Victor Lavrenko.
Balachander Krishnamurthy, Phillipa Gill, and Martin  2010. Streaming first story detection with application
Arlitt. 2008. A few chirps about twitter. IfProceed- to twitter. In Proceedings of Human Language Tech-
ings of the first workshop on Online social netwgrks nologies: The 2010 Annual Conference of the North
pages 19-24, Seattle, WA, USA. American Chapter of the Association for Computa-
Haewoon Kwak, Changhyun Lee, Hosung Park, and Sue tional Linguistics pages 181-189, Los Angeles, Cali-
Moon. 2010. What is twitter, a social network or fornia.

668



Ana-Maria Popescu and Marco Pennacchiotti. 2010. De-
tecting controversial events from twitter. In Pro-
ceedings of the 19th ACM international conference on
Information and knowledge managemerages 1873—
1876.

Daniel Ramage, Susan Dumais, and Dan Liebling. 2010.
Characterizing microblogs with topic models. Fno-
ceedings of the International AAAI Conference on We-
blogs and Social Medigpages 130-137.

Alan Ritter, Colin Cherry, and Bill Dolan. 2010. Unsu-
pervised modeling of twitter conversations.Himan
Language Technologies: The 2010 Annual Conference
of the North American Chapter of the Association for
Computational Linguistigspages 172-180, Los An-
geles, California.

Alexander Yeh. 2000. More accurate tests for the statis-
tical significance of result differences. Rroceedings
of the 18th conference on Computational linguistics
pages 947-953, Morristown, NJ, USA.

Fabio Massimo Zanzotto and Lorenzo Dell’Arciprete.
2009. Efficient kernels for sentence pair classification.
In Conference on Empirical Methods on Natural Lan-
guage Processingages 91-100, 6-7 August.

Fabio Massimo Zanzotto and Alessandro Moschitti.
2006. Automatic learning of textual entailments with
cross-pair similarities. IProceedings of the 21st Col-
ing and 44th ACl.pages 401-408, Sydney, Australia,
July.

Fabio Massimo Zanzotto, Marco Pennacchiotti, and
Alessandro Moschitti. 2009. A machine learning ap-
proach to textual entailment recognitiddatural Lan-
guage Engineeringl5-04:551-582.

Q. Zhao, P. Mitra, and B. Chen. 2007. Temporal and in-
formation flow based event detection from social text
streams. IrProceedings of the 22nd national confer-
ence on Artificial intelligencgpages 1501-1506, Van-
couver, British Columbia, Canada.

669



