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Abstract

Existing graph-based ranking methods for
keyphrase extraction computesiagle impor-
tance score for each word viasingle ran-
dom walk. Motivated by the fact that both
documents and words can be represented by
a mixture of semantic topics, we propose to
decompose traditional random walk into mul-
tiple random walks specific to various topics.
We thus build a Topical PageRank (TPR) on
word graph to measure word importance with
respect to different topics. After that, given
the topic distribution of the document, we fur-
ther calculate the ranking scores of words and
extract the top ranked ones as keyphrases. Ex-
perimental results show that TPR outperforms
state-of-the-art keyphrase extraction methods

ument set with human-assigned keyphrases as train-
ing set. In Web era, articles increase exponentially
and change dynamically, which demands keyphrase
extraction to be efficient and adaptable. However,
since human labeling is time consuming, it is im-
practical to label training set from time to time.
We thus focus on the unsupervised approach in this
study.

In the unsupervised approach, graph-based rank-
ing methods are state-of-the-art (Mihalcea and Ta-
rau, 2004). These methods first build a word graph
according to word co-occurrences within the docu-
ment, and then use random walk techniques (e.qg.,
PageRank) to measure word importance. After that,
top ranked words are selected as keyphrases.

Existing graph-based methods maintaisifagle

on two datasets under various evaluation met-
rics.

importance score for each word. However, a docu-
ment (e.g., news article or research article) is usu-
ally composed of multiple semantic topics. Taking
this paper for example, it refers to two major top-
ics, “keyphrase extraction” and “random walk”. As
Keyphrases are defined as a set of terms in a dogords are used to express various meanings corre-
ument that give a brief summary of its content fosponding to different semantic topics, a word will
readers. Automatic keyphrase extraction is widelplay different importance roles in different topics
used in information retrieval and digital library (Tur- of the document. For example, the words “phrase”
ney, 2000; Nguyen and Kan, 2007). Keyphrase exand “extraction” will be ranked to be more impor-
traction is also an essential step in various tasks @int in topic “keyphrase extraction”, while the words
natural language processing such as document catgraph” and “PageRank” will be more important in
gorization, clustering and summarization (Manningopic “random walk”. Since they do not take topics
and Schutze, 2000). into account, graph-based methods may suffer from
There are two principled approaches to extractinghe following two problems:
keyphrases: supervised and unsupervised. The su-
pervised approach (Turney, 1999) regards keyphrasel. Good keyphrases should be relevant to the ma-
extraction as a classification task, in which a model jor topics of the given document. In graph-
is trained to determine whether a candidate phrase based methods, the words that are strongly con-
is a keyphrase. Supervised methods require a doc- nected with other words tend to be ranked high,

1 Introduction

366

Proceedings of the 2010 Conference on Empirical Methods in Natural Language Processing, pages 366-376,
MIT, Massachusetts, USA, 9-11 October 2010. (©)2010 Association for Computational Linguistics



which do not necessarily guarantee they are re& large-scale document collection. Since the vocab-
evant to major topics of the document. ulary in WordNet cannot cover many words in mod-

2 A : f kevoh hould al ern news and research articles, we employ the sec-
- An appropriate set of keyphrases should aisg, approach to build topic interpreters for TPR.

have a good coverage of the document's ma- |, o hine learning, various methods have been
jor topics. In graph-based _methods, the e_ proposed to infer latent topics of words and docu-
tracted keyphrases may fall into a single topi ents. These methods, known as latent topic mod-
Qf the QOcument and fail to cover other SUbStanéls, derive latent topics from a large-scale document
tial topics of the document. collection according to word occurrence informa-

To address the problem, it is intuitive to considefion. Latent Dirichlet Allocation (LDA) (Blei et al.,
the topics of words and document in random wallk003) is a representative of topic models. Com-
for keyphrase extraction. In this paper, we propared to Latent Semantic Analysis (LSA) (Landauer
pose to decompose traditional PageRank into multt al., 1998) and probabilistic LSA (pLSA) (Hof-
ple PageRanks specific to various topics and obtafiann, 1999), LDA has more feasibility for inference
the importance scores of words under different topand can reduce the risk of over-fitting.
ics. After that, with the help of the document topics, InLDA, each wordw of a document is regarded
we can further extract keyphrases that are relevaift be generated by first sampling a topiérom d’s
to the document and at the same time have a gogepic distributiond®), and then sampling a word
coverage of the document’s major topics. We caffom the distribution over wordg(*) that charac-
the topic-decomposed PageRank as Topical PageRtizes topicz. In LDA, 6@ and ¢(*) are drawn
ank (TPR). from conjugate Dirichlet priors: and 3, separately.

In experiments we find that TPR can extracil herefore and¢ are integrated out and the prob-
keyphrases with high relevance and good covegbility of word w given document and priors is
age, which outperforms other baseline methods ufiepresented as follows:
der various evaluation metrics on two datasets. We K
also investigate the performance of TPR with dif- pr(w|d,a,8) = Y pr(w|z, Apr(zld,a), (1)
ferent parameter values and demonstrate its robust- z=1
ness. Moreover, TPR is unsgpervi;ed and Iangua_tgﬁhereK is the number of topics.
independent, which is applicable in Web era with ysing DA, we can obtain the topic distribution
enormous information. o of each wordw, namelypr(z|w) for topic z € K.

TPR for keyphrase extraction is a two-stage prorhe word topic distributions will be used in TPR.

cess. Moreover, using the obtained word topic distribu-
1. Build a topic interpreter to acquire the topics ofiONS, we can infer the topic distribution of a new
words and documents. document (Blei et al., 2003), name}y-(z|d) for

each topicz € K, which will be used for ranking
2. Perform TPR to extract keyphrases for docukeyphrases.

ments.

. _ _ 3 Topical PageRank for Keyphrase
We will introduce the two stages in Section 2 and Extraction

Section 3.
After building a topic interpreter to acquire the

2 Building Topic Interpreters topics of words and documents, we can perform
To run TPR on a word graph, we have to acquirgeyphrase extraction for documents via TPR. Glyen
a document, the process of keyphrase extraction

topic distributions of words. There are roughly two™ - TPR ) tthe following f hich
approaches that can provide topics of words: (1) Us&'"9 consists of the following four steps whic

manually annotated knowledge bases, e.g., WorR also illustrated in Fig. 1:
Net (Miller et al., 1990); (2) Use unsupervised ma- 1. Construct a word graph fdraccording to word
chine learning techniques to obtain word topics from  co-occurrences withid.
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Figure 1: Topical PageRank for Keyphrase Extraction.

2. Perform TPR to calculate the importance8.2 Topical PageRank

scores for each word with respect to differengefore introducing TPR, we first give some formal
topics. notations. We denoté = (V, E) as the graph of a
document, with vertex s&t’ = {wy,wa, - ,wn}

3. Using the topic-specific importance scores Oind link set(w;,w;) € E if there is a link from
words, rank candidate keyphrases respect i, to w;. In a word graph, each vertex represents
each topic separately. a word, and each link indicates the relatedness be-

tween words. We denote the weight of litk;, w;)

4. Given the topics of document integrate the as e(w;,w;), and the out-degree of vertex; as

topic-specific rankings of candidate keyphrase® (w;)=>" e(w;, wy).

into a final ranking, and the top ranked ones are Topical F%%el%ank is based on PageRank (Page et
selected as keyphrases. al., 1998). PageRank is a well known ranking al-
gorithm that uses link information to assign global

3.1 Constructing Word Graph importance scores to web pages. The basic idea of

PageRank is that a vertex is important if there are

We construct a word graph according to word €% ther important vertices pointing to it. This can be

occurrences within the given document, which ex-: . .
he giver _ regarded as voting or recommendation among ver-
presses the cohesion relationship between wor

; ) |§es. In PageRank, the sc ;) of word w; Is
in the context of document. The document is re- 9 ORw;) Wi

garded as a word sequence, and the link weights bc(jae_:fmed as ( ) .
tween words is simply set to the co-occurrence cou N — elwy, Wi 4 — ) —
within a sliding window with maximun¥/” words in A )\j:w_z_:)wi O(wy) Rl +{= v’
the word sequence. ’ (2)

It was reported in (Mihalcea and Tarau, 2004where) is adamping factor range from0 to 1, and
the graph direction does not influence the perford/| is the number of vertices. The damping fac-
mance of keyphrase extraction very much. In thitor indicates that each vertex has a probability of
paper we simply construct word graphs with direc{1 — \) to perform random jump to another vertex
tions. The link directions are determined as followswithin this graph. PageRank scores are obtained by
When sliding al/-width window, at each position, running Eq. (2) iteratively until convergence. The
we add links from the first word pointing to othersecond term in Eq. (2) can be regarded as a smooth-
words within the window. Since keyphrases are usung factor to make the graph fulfill the property of
ally noun phrases, we only add adjectives and nouteing aperiodic and irreducible, so as to guarantee
in word graph. that PageRank converges to a unique stationary dis-
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tribution. In PageRank, the second term is set to be Both PageRank and TPR are all iterative algo-

the same valuel for all vertices within the graph, rithms. We terminate the algorithms when the num-

which indicates there are equal probabilities of rarnber of iterations reachd$§0 or the difference of each

dom jump to all vertices. vertex between two neighbor iterations is less than
In fact, the second term of PageRank in Eq. (2).001.

can be set to be non-uniformed. Suppose we as-

sign larger probabilities to some vertices, the fina$-3 Extract Keyphrases Using Ranking Scores

PageRank scores will prefer these vertices. We calliter obtaining word ranking scores using TPR, we
this Biased PageRank. begin to rank candidate keyphrases. As reported in
The idea of Topical PageRank (TPR) is to runHulth, 2003), most manually assigned keyphrases
Biased PageRank for each topic separately. Eaglirn out to be noun phrases. We thus select noun
topic-specific PageRank prefers those words withhrases from a document as candidate keyphrases
high relevance to the corresponding topic. Andor ranking.
the preferences are represented using random jumprhe candidate keyphrases of a document is ob-
probabilities of words. tained as follows. The document is first tokenized.
Formally, in the PageRank of a specific topicafter that, we annotate the document with part-
z, we will assign a topic-specific preference valugf-speech (POS) tags Third, we extract noun
p-(w) to each wordw as its random jump proba- phrases with patteradjective)  * (noun)+
bility with >_, c\ p-(w) = 1. The words that are which represents zero or more adjectives followed
more relevant to topie will be assigned larger prob- by one or more nouns. We regard these noun phrases
abilities when performing the PageRank. For topigs candidate keyphrases.
z, the topic-specific PageRank scores are defined asafter identifying candidate keyphrases, we rank
follows: them using the ranking scores obtained by TPR.
e(w;, w;) In PageRank for keyphrase extraction, the ranking
Ro(w) =X > WRz(wj)“‘(l_)\)pz(wi)-SCOI'e of a candidate keyphrages computed by
Jrwj—w; / summing up the ranking scores of all words within
_ _ _(3) the phraseR(p) =), <, R(w;) (Mihalcea and Ta-
In Fig. 1, we show an example with two topics. INrau. 2004: Wan andZX]ijao, 2008a: Wan and Xiao,
this figure, we use the size of circles to indicate h°"2008b). Then candidate keyphrases are ranked in

relevant the word is to the topic. In the PageRa”kéescending order of ranking scores. The idEan-
of the two topics, high preference values will be asgigates are selected as keyphrases.

signed to different words with respect to the topic.

Finally, the words will get different PageRank val-p e the ranking scores of candidate keyphrases sep-

ues in the two PageRanks. _ arately for each topic. That is for each topiave
The setting of preference valugg(w) will have compute

a great influence to TPR. In this paper we use three

measures to set preference values for TPR: R.(p) = Ze R (wy). (4)
wi;cp

In TPR for keyphrase extraction, we first com-

e p.(w) = pr(w|z), is the probability that word By considering the topic distribution of document,
w occurs given topice. This indicates how \we further integrate topic-specific rankings of can-
much that topic: focuses on word. didate keyphrases into a final ranking and extract

top-ranked ones as the keyphrases of the document.

Denote the topic distribution of the documedat

as pr(z|d) for each topicz. For each candidate

keyphrasep, we compute its final ranking score as

e p.(w) = pr(z|w), is the probability of topic:
given wordw. This indicates how much that
word w focuses on topie.

* pz(w) - pr(w|z) X pr(z\w), is the product of In experiments we use Stanford POS Tagger ftutp:

hub and authority values. This measure is iNynip stanford.edu/software/tagger.shtml
spired by the work in (Cohn and Chang, 2000)with English tagging modekgft3words-distsim-wsj
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follows: Porter Stemme? for comparison. In experiments
K we select three evaluation metrics.
R(p) = Z R.(p) x pr(z|d). (5) The first metric is precision/recall/F-measure rep-
resented as follows,

z=1
After ranking candidate phrases in descending order _ Ccorrect j — Ceorrect _ 2pr 6)
of their integrated ranking scores, we select the top”  ceatract’ Cstandard p+r’

M as the keyphrases of documeint .
where c.orrect 1S the total number of correct

4 Experiments keyphrases extracted by a metheg,, ... the to-

tal number of automatic extracted keyphrases, and
4.1 Datasets Cstandara the total number of human-labeled stan-
To evaluate the performance of TPR for keyphraseard keyphrases.
extraction, we carry out experiments on two We note that the ranking order of extracted
datasets. keyphrases also indicates the method performance.

One dataset was built by Wan and Xi&evhich  An extraction method will be better than another one
was used in (Wan and Xiao, 2008b). This dataséf it can rank correct keyphrases higher. However,
contains308 news articles in DUC2001 (Over et al., precision/recall/F-measure does not take the order
2001) with 2,488 manually annotated keyphrasesof extracted keyphrases into account. To address the
There are at mosi) keyphrases for each documentproblem, we select the following two additional met-
In experiments we refer to this dataseNEWS rics.

The other dataset was built by HuRflwhich was One metric is binary preference measure
used in (Hulth, 2003). This dataset contain00 (Bpref) (Buckley and Voorhees, 2004). Bpref is
abstracts of research articles ard 254 manually desirable to evaluate the performance considering
annotated keyphrases. In experiments we refer the order in which the extracted keyphrases are
this dataset aRESEARCH ranked. For a document, if there afe correct

Since neitherNEWSnor RESEARCHItself is keyphrases withinM/ extracted keyphrases by a
large enough to learn efficient topics, we use thmethod, in which- is a correct keyphrase andis
Wikipedia snapshot at March 20080 build topic  an incorrect keyphrase, Bpref is defined as follows,
interpreters with LDA. After removing non-article _
pages and the articles shorter theid words, we  gpref— L S [n ranked higher than| @)
collected 2,122,618 articles. After tokenization, RreR M
stop word removal and word stemming, we build the
vocabulary by selecting0, 000 words accordingto ~ The other metric ismean reciprocal rank
their document frequency. We learn LDA models bfMRR) (Voorhees, 2000) which is used to evaluate
taking each Wikipedia article as a document. In exdow the first correct keyphrase for each document is
periments we learned several models with differerf@nked. For a document rank, is denoted as the
numbers of topics, fron0 to 1,500 respectively. rank of the first correct keyphrase with all extracted
For the words absent in topic models, we simply séfeyphrases, MRR is defined as follows,
the topic distribution of the word as uniform distri-

1 1
ion. MRR= — S — 8
bution D dGZD ranka (8)

4.2 Evaluation Metrics

For evaluation, the words in both standard and e)y_yhereD Is the document set for keyphrase extrac-

tracted keyphrases are reduced to base forms usi%{l

ote that although the evaluation scores of most

“http://wanxiaojun1979.googlepages.com : keyphrase extractors are still lower compared to
3|t was obtained from the author.
“http:/len.wikipedia.org/wiki/Wikipedia_ Shttp://tartarus.org/ ~martin/

database . PorterStemmer
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other NLP-tasks, it does not indicate the perfor4.3.2 The Number of TopicsK
mance is poor because even different annotators mawwe demonstrate the influence of the number of
assign different keyphrases to the same documentiopics K of LDA models in Table 2. Table 2 shows
the results wherK ranges from50 to 1,500 and
M =10 on NEWSWe observe that the performance
There are four parameters in TPR that may influena#goes not change much as the number of topics
the performance of keyphrase extraction includingraries until the number is much smallds (= 50).
(1) window sizeW for constructing word graph, (2) The influence is similar oRESEARCHVhich indi-
the number of topicd( learned by LDA, (3) dif- cates that LDA is appropriate for obtaining topics of
ferent settings of preference valuegw), and (4) words and documents for TPR to extract keyphrases.
damping factor\ of TPR.
In this section, we look into the influences of these_ & Pre. Rec.  F.  Bpref MRR
parameters to TPR for keyphrase extraction. Except 50 0.268 0330 0.296 0.204 0.632
the parameter under investigation, we set parameters 100 0.276 0.340 0.304 0.208 0.632
to the following valuesiv =10, K =1, 000, A\=0.3 500 0.284 0350 0.313 0.215 0.648
andp. (w) = pr(z|w), which are the settings when 1000 0.282 0.348 0.312 0.214 0.638
TPR achieves the best (or near best) performance on®00 0282 0.348 0.311 0214 0.631
bothNEWSndRESEARCHN the following tables
we use “Pre.”, “Rec.” and “F.” as the abbreviati
of precision, recall and F-measure.

4.3 Influences of Parameters to TPR

' Table 2: Influence of the number of topiéS when
°"She number of keyphraséd =10 on NEWS

4.3.1 Window SizelV 4.3.3 Damping Factor\

In experiments otNEWSwe find that the perfor-  Damping factor\ of TPR reconciles the influ-
mance of TPR is stable whé# ranges fron5to 20  ences of graph walks (the first term in Eq.(3)) and
as shown in Table 1. This observation is consistemireference values (the second term in Eq.(3)) to the
with the findings reported in (Wan and Xiao, 2008b)topic-specific PageRank scores. We demonstrate
the influence ofA on NEWSn Fig. 2. This fig-
Size Pre. Rec. F. Bpref MRR e shows the precision/recall/F-measure whea

5 0.280 0.345 0.309 0.213 0.636 (.1,0.3,0.5,0.7,0.9 and M ranges froml to 20.

10 0.282 0.348 0.312 0.214 0.638 From this figure we find that, whehis set from0.2

15 0.282 0.347 0.311 0.214 0.646 1o (.7, the performance is consistently good. The

20 0.284 0.350 0.313 0.215 0.644 yalues of Bpref and MRR also keep stable with the

variations of)\.
Table 1: Influence of window siZ@” when the num-

ber of keyphrase3/ =10 onNEWS 4.3.4 Preference Values

Finally, we explore the influences of different set-

Similarly, whenW ranges fron2 to 10, the per- tings of preference values for TPR in Eq.(3). In Ta-
formance onRESEARCHIoes not change much. ble 3 we show the influence when the number of
However, the performance dNEWSWwill become keyphrasesi/ = 10 on NEWSFrom the table, we
poor wheniW = 20. This is because the abstractbserve thapr(z|w) performs the best. The similar
in RESEARCHthere arel21 words per abstract on observation is also got dRESEARCH
average) are much shorter than the news articlesIn keyphrase extraction task, it is required to find
in NEWS(there are704 words per article on av- the keyphrases that can appropriately represent the
erage). If the window siz&V is set too large on topics of the document. It thus does not want to ex-
RESEARCHthe graph will become full-connectedtract those phrases that may appear in multiple top-
and the weights of links will tend to be equal, whichics like common words. The measuse(w|z) as-
cannot capture the local structure information of absigns preference values according to how frequently
stracts for keyphrase extraction. that words appear in the given topic. Therefore, the
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Figure 2: Precision, recall and F-measure of TPR with0.1,0.3,0.5,0.7 and0.9 when M ranges fronl
to 20 onNEWS

common words will always be assigned to a relapute similarity including cosine similarity, predic-
tively large value in each topic-specific PageRankve likelihood and KL-divergence (Heinrich, 2005),
and finally obtain a high ranksr(w|z) is thus not a among which cosine similarity performs the best on
good setting of preference values in TPR. In the corboth datasets. Therefore, we only show the results of
trast, pr(z|w) prefers those words that are focusedhe LDA baseline calculated using cosine similarity.
on the given topic. Usingr(z|w) to set preference In Tables 4 and 5 we show the compar-
values for TPR, we will tend to extract topic-focusedng results of the four methods on botREWS
phrases as keyphrases. and RESEARCH Since the average number of
manual-labeled keyphrases dbiiEWSs larger than
Pref Pre. Rec. F Bpref MRR RESEARCHwe setM = 10 for NEWSand M =

pr(w|z) 0.256 0.316 0.283 0.192 0.584 5 for RESEARCHThe parameter settings on both

pr(zlw) 0.282 0.348 0.312 0.214 0.638 NEWSand RESEARCHhave been stated in Section
prod 0.259 0.320 0.286 0.193 0.5874.3.

Table 3: Influence of three preference value settings Method ~ Pre.  Rec. F. Bpref MRR

when the number of keyphrasg=10 on NEWS TFIDF  0.239 0.295 0.264 0.179 0.576
PageRank 0.242 0.299 0.267 0.184 0.564

LDA 0.259 0.320 0.286 0.194 0.518

4.4 Comparing with Baseline Methods TPR  0.282 0.348 0.312 0.214 0.638

After we explore the influences of parameters t ) )
TPR, we obtain the best results on b&tEWSand orable 4. Comparing results &EWSvhen the num-
ber of keyphrases/ =10.

RESEARCHWe further select three baseline meth-

ods, i.e., TFIDF, PageRank and LDA, to compare

with TPR. Method  Pre. Rec. F. Bpref MRR
The TFIDF computes the ranking scores of words TEIDE  0.333 0.173 0.227 0.255 0.565

based on wordstfidf values in the document, pageRank 0.330 0.171 0.225 0.263 0.575

namelyR(w) = tfy, x log(idf,). While in PageR- LDA  0.332 0.172 0.227 0.254 0.548
ank (i.e., TextRank), the ranking scores of words are  TpR 0354 0.183 0.242 0.274 0583

obtained using Eq.(2). The two baselines do not use
topic information of either words or documents. Thelable 5: Comparing results RESEARCMhen the
LDA computes the ranking score for each word usarumber of keyphrases/ = 5.

ing the topical similarity between the word and the

document. Given the topics of the documérdand From the two tables, we have the following obser-
a wordw, We have used various methods to comvations.
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Figure 3: Precision-recall results ddEWSvhen )  Figure 4: Precision-recall results dRESEARCH
ranges froml to 20. when M ranges froml to 10.

First, TPR outperform all baselines on bothare marked with “(+)”. We also mark the num-
datasets. The improvements are all statistically sidper of correctly extracted keyphrases after method
nificant tested with bootstrap re-sampling with 95%hame like “(+7)” after TPR. We also illustrate the
confidence. This indicates the robustness and effelop 3 topics of the document with their topic-
tiveness of TPR. specific keyphrases. It is obvious that the top topics,

Second, LDA performs equal or better tharpn “Palestine”, “Israel” and “terrorism” separately,
TFIDF and PageRank under precision/recall/Fhave a good coverage on the discussion objects of
measure. However, the performance of LDA unthis article, which also demonstrate a good diversity
der MRR is much worse than TFIDF and PageRwith each other. By integrating these topic-specific
ank, which indicates LDA fails to correctly extractkeyphrases considering the proportions of these top-
the first keyphrase earlier than other methods. THes, we obtain the best performance of keyphrase ex-
reason is: (1) LDA does not consider the local strudraction using TPR.
ture information of document as PageRank, and (2) In Table 7 we also show the extracted keyphrases
LDA also does not consider the frequency inforof baselines from the same news article. For TFIDF,
mation of words within the document. In the condtonly considered the frequency properties of words,
trast, TPR enjoys the advantages of both LDA anénd thus highly ranked the phrases with “PLO”
TFIDF/PageRank, by using the external topic inforwhich appeared aboui6 times in this article, and
mation like LDA and internal document structurefailed to extract the keyphrases on topic “Israel”.
like TFIDF/PageRank. LDA only measured the importance of words using

Moreover, in Figures 3 and 4 we show thedocument topics without considering the frequency
precision-recall relations of four methods MEWS information of words and thus missed keyphrases
andRESEARCHEach point on the precision-recallwith high-frequency words. For example, LDA
curve is evaluated on different numbers of extractef@iled to extract keyphrase “political assassination”,
keyphrases\/. The closer the curve to the upperin Which the word “assassination” occurrédimes
right, the better the overall performance. The result# this article.
again illustrate the superiority of TPR. 5 Related Work
4.5 Extracting Example In this paper we proposed TPR for keyphrase ex-
At the end, in Table 6 we show an example ofraction. A pioneering achievement in keyphrase ex-
extracted keyphrases using TPR from a news artiraction was carried out in (Turney, 1999) which re-
cle with title “Arafat Says U.S. Threatening to Kill garded keyphrase extraction as a classification task.
PLO Officials” (The article number in DUC2001 Generally, the supervised methods need manually
is AP880510-0178). Here we only show the tomnnotated training set which is time-consuming and
10 keyphrases, and the correctly extracted onds this paper we focus on unsupervised method.
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TPR (+7) TFIDF (+5)

PLO leader Yasser Arafat(+), Abu Jihad, Khalil PLO leader Yasser Arafat(+), PLO attacks, PLO
Wazir(+), slaying Wazir, political assassina- offices, PLO officials(+), PLO leaders, Abu Ji-
tion(+), Palestinian guerrillas(+), particulary had, terrorist attacks(+), Khalil Wazir(+), slaying
Palestinian circles, Israeli officials(+), Israeli wazir, political assassination(+)

squad(+), terrorist attacks(+) PageRank (+3)

TPR, Rank 1 Topic on “Palestine” PLO leader Yasser Arafat(+), PLO officials(+),
PLO leader Yasser Arafat(+), United States(+), PLO attacks, United States(+), PLO offices, PLO
State Department spokesman Charles Redman,leaders, State Department spokesman Charles
Abu Jihad, U.S. government document, Palestine Redman, U.S. government document, alleged
Liberation Organization leader, political assassi- document, Abu Jihad

nation(+), Israeli officials(+), alleged document ~ LDA (+5)

TPR, Rank 2 Topic on “Israel” PLO leader Yasser Arafat(+), Palestine Liberation
PLO leader Yasser Arafat(+), United States(+), Organization leader, Khalil Wazir(+), Palestinian
Palestine Liberation Organization leader, Israeli guerrillas(+), Abu Jihad, Israeli officials(+), par-
officials(+), U.S. government document, alleged ticulary Palestinian circles, Arab government,
document, Arab government, slaying Wazir, State State Department spokesman Charles Redman,
Department spokesman Charles Redman, Khalil Israeli squad(+)

Wazir(+)

TPR, Rank 3 Topic on “terrorism” Table 7: Extracted keyphrases by baselines.
terrorist attacks(+), PLO leader Yasser Arafat(+),

Abu Jihad, United States(+), alleged docu- _
ment, U.S. government document, Palestine I_ib_ters, and (2) how to weight each cluster and select

eration Organization leader, State Department<€yPhrases from the clusters. In this paper we fo-

spokesman Charles Redman, political assassing2US On improving graph-based methods via topic de-
tion(+), full cooperation composition, we thus only compare with PageRank

as well as TFIDF and LDA and do not compare with
Table 6: Extracted keyphrases by TPR. clustering-based methods in details.

In recent years, two algorithms were proposed to
rank web pages by incorporating topic information

Starting with TextRank (Mihalcea and Tarau0f web pages within PageRank (Haveliwala, 2002;
2004), graph-based ranking methods are becomihye et al., 2006). The method in (Haveliwala, 2002),
the most widely used unsupervised approach fd$ similar to TPR which also decompose PageRank
keyphrase extraction. Litvak and Last (2008) apinto various topics. However, the method in (Haveli-
plied HITS algorithm on the word graph of a docu_wala, 2002) only considered to set the preference
ment for keyphrase extraction. Although HITS itselfvalues usingr(w|z) (In the context of (Haveliwala,
worked the similar performance to PageRank, wé002),w indicates Web pages). In Section 4.3.4 we
plan to explore the integration of topics and HITS ihave shown that the setting of usimg(2|w) is much
future work. Wan (2008b; 2008a) used a small nunpetter tharpr(w|z).
ber of nearest neighbor documents to provide more Nie et al. (2006) proposed a more complicated
knowledge for keyphrase extraction. Some methranking method. In this method, topical PageRanks
ods used clustering technigues on word graphs fare performed together. The basic idea of (Nie et al.,
keyphrase extraction (Grineva et al., 2009; Liu eR006) is, when surfing following a graph link from
al., 2009). The clustering-based method performegkertexw; to w;, the ranking score on topie of w;
well on short abstracts (with F-measure382 on  will have a higher probability to pass to the same
RESEARC}Hout poorly on long articlesNEWSvith  topic of w; and have a lower probability to pass to
F-measure scor6.216) due to two non-trivial is- a different topic ofw;. When the inter-topic jump
sues: (1) how to determine the number of clusprobability is0, this method is identical to (Haveli-
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