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Abstract

This paper presents an approach to au-
tomatic acquisition of the argument-

predicate relations from a semantically
annotated corpus. We use SALSA, a
German newspaper corpus manually an-
notated with role-semantic information

based on frame semantics. Since the rel-

It has been claimed that information about pred-
icates associated with nouns can be helpful for
a variety of tasks in natural language processing
(NLP), see for example (Pustejovsky et al., 1993;
Voorhees, 1994). However, at present there exists
no corresponding lexical semantic resource. Sev-
eral approaches have been presented that aim at
creating a knowledge base containing noun-verb

relations. There are two main research paradigms
for developing such knowledge bases. The first
paradigm assumes manual development of the re-
source (Pustejovsky et al., 2006), while the sec-
ond one relies on automatic acquisition methods,
see for example (Cimiano and Wenderoth, 2007).
In this paper we propose a procedure for auto-
matic acquisition of argument-predicate relations
from a semantically annotated corpus. In line with
(Lapata and Lascarides, 2003) our approach is
based on the assumption that predicates are omit-
ted in a discourse when they are highly predictable
from the semantics of their arguments. We exploit
SALSA (Burchardt et al., 2006), a German news-
_ paper corpus manually annotated with FrameNet
1 Introduction frames based on frame semantics. Using a man-

There are many debates in lexical semantics abod@lly annotated corpus for relation extraction has
what kind of world knowledge actually belongs ONn€e particular advantage compared to extraction
to the meaning of a lexeme. Nowadays, it isfrom plain text: the type of an argument-predicate
widely accepted that predicates impose selectiondglation is already annotated; there is no need to
restrictions on their arguments. For example, sinc€€termine it by automatic means which are usu-
we know that the predicat® be hungrymainly ally error-prone. However, the relatively small
takes expressions describing animate beings as a1iZ€ of SALSA does not allow to make relevant
guments, we can correctly resolve the anaphorgredictions about the degree of semantic related-
in the following sentenceWe gave the bananas N€SS in the extracted argument-predicate pairs, see
to the monkeys because they were hungiyere section 4. We therefore employ a considerably
exists also multiple linguistic evidence showinglarger unannotated corpus for weighting. The re-
that the semantics of arguments can help to pre'sults are evaluated quantitatively against human
dict implicit predicates. For example, the sentencdudgments obtained experimentally. The proposed
John finished the cigarettesually meangohn fin- evaluation procedure is similar to that presented in
ished smoking the cigaretteecause the meaning (Cimiano and Wenderoth, 2007). First, we create

of the nouncigaretteis strongly associated with & gold standard for 30 words from the argument
the smoking activity. list and evaluate our approach with respect to this

atively small size of SALSA does not al-
low to estimate the semantic relatedness
in the extracted argument-predicate pairs,
we use a larger corpus for ranking. Two
experiments have been performed in or-
der to evaluate the proposed approach.
In the first experiment we compare au-
tomatically extracted argument-predicate
relations with the gold standard formed
from associations provided by human sub-
jects. In the second experiment we cal-
culate correlation between automatic relat-
edness measure and human ranking of the
extracted relations.
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gold standard. Second, we provide results from As we can see from Example 1, besides logi-
an evaluation in which test subjects are asked toal metonymy there are other linguistic phenom-
rate automatically extracted relations using a fourena requiring knowledge about predicates associ-
point scale. ated with an argument for their resolution. Exam-

The paper is structured as follows: Section 2ple (1c) contains a noun compound which can be
describes some linguistic phenomena requiring ininterpreted on basis of the meaning of the noun
ferences of an implicit predicate from the seman+utter 'food’. In general, noun compounds can be
tics of an explicitly given argument. In section 3 interpreted in many different ways depending on
we give a short overview of the related work. Secthe semantics of the constituenciesorning cof-
tions 4 discusses the SALSA corpus. Section 5 infeeis a coffee which is drunk in the morninigrick
troduces our approach. Finally, section 6 describeBouseis a house which is made of bricks etc. In
an experimental evaluation of the presented apease of (1c) the relation via the predicatserito

proach and section 7 concludes the paper. eat’ taking Studenteristudents’ as a subject and
Futter 'food’ as an object seems to be the most
2 Implicit Predicates plausible one.

. . . L The phrase (1d) is a title of a newspaper ar-
In this section we discuss some linguistic phenom-. . . :
o A ) ticle. As in the previous examples, a predicate
ena requiring inferences of an implicit predicate. . .
. " . is left out in (1d). The meaning of the prepo-
from the semantics of an explicitly given argument

. : . ition Uber’ ' can hel narrow down th
for their resolution. One of the most studied phe-s'[0 tbe ?bOUt can neip o arro down t ©
et of possible predicates, but still allows an in-

nomena that Pustejovsky (1991) has called Iogica?Olequately large range of interpretations. How-
metonymy is illustrated by the examples (1a) an . . -
(1b) below. In the case of logical metonymy an im_ever, the semantics of the nottachrichtenagen

L N o g nymy tur 'news agency’ supports such interpretations as
plicit predicate is inferable from particular verb- berichtenito report’ orinformieren'to inform
noun and adjective-noun pairs in a systematic way. . . o
The verbanfangerito start’ and the adjectivieom- Most of the literature discusses predicates infer-

able from nouns. However, other parts of speech

pliziert 'complicated’ in the mentioned examples ¢ similar inf | le (1
semantically select for an event, while the nounsCan _suppo_r S|m|_ar inferences. in gxamp e(le)a
(Buch'book’ and Frage 'question’ respectively) predicate is predictable on the basis of the mean-

have a different semantic type. However, the sef’d Of the adjectiveberedt’eloquent’. ‘The sen-

of the most probable implicit predicates is pre-c"¢® (1e) most plausibly means that Hans speaks

dictable from the semantics of the nouns. Thus’eloquently.

(1a) plausibly meand\ls ich angefangen habe, EX@mple 1 shows that knowledge about pred-

dieses Buch zu lesen/schreibenWhen | have icates associated with explicitly given arguments
can help to deal with several linguistic phenom-

started to read/write this book..." and (2a) plau- i ! )
sibly meanseine Frage die kompliziert zu beant- ena. The cases yvhen a predictable predicate is left
worten ista question which is complicated to an- Ut @ré not rare in natural language. For example,
swer'. for logical metonymy a corpus study has shown
that the constructions likeegin VV NPoccur rarely
Example 1 if the verbV corresponds to a highly plausible in-

(a) Als ich mit diesem Buch angefangen habe.. terpretation obegin NP(Briscoe et al., 1990).

'When | have started this book...’

(b) eine komplizierte Frage 3 Related Work

'a complicated question’ The most influential account of logical metonymy
(c) Studentenfutter is provided by Pustejovsky’s theory of the Gen-
'student food’ erative Lexicon, GL (Pustejovsky, 1991). Ac-
(d) Nachrichtenagentur Xinhuaber Beziehun- cording to Pustejovsky the meaning of a noun in-
gen beider Seiten der Taiwan-Strasse cludes aqualia structurerepresenting “the essen-
'News agency Xinhua about relations of bothtial attributes of an object as defined by the lexi-
sides of the Taiwan Strait’ cal item”. Thus, the lexical meaning of the noun
(e)Hans ist beredt bookincludesread andwrite as qualia roles. In
'Hans is eloquent’ the framework of GL, Pustejovsky et al. (2006)
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are manually developing the Brandeis Semantid@he corpus is annotated with the set of FrameNet
Ontology which is a large generative lexicon on-frames.
tology and dictionary. There also exist several ap- The FrameNet, FN (Ruppenhofer et al., 2006),
proaches to automatic acquisition of qualia struclexical resource is based on frame semantics (Fill-
tures from text corpora which aim at supportingmore, 1976), sebttp://framenet.icsi.berkeley.edu
the time-consuming manual work. For example,The lexical meaning of predicates in FN is ex-
Pustejovsky et al. (1993) use generalized syntagressed in terms of frames (approx. 800 frames)
tic patterns for extracting qualia structures from awhich are supposed to describe prototypical sit-
partially parsed corpus. Cimiano and Wenderothuations spoken about in natural language. Every
(2007) suggest a pattern-based method for autdrame contains a set of roles (or frame elements,
matic extraction of qualia structures from the Web.FES) corresponding to the participants of the de-
The results of the human judgment experiment rescribed situation. Predicates with similar seman-
ported in (Cimiano and Wenderoth, 2007) suggestics are assigned to the same frame, d@give
that the automatic acquisition of qualia structuresandto hand overefer to the GviNG frame. Con-
is a difficult task. Human test subjects have showrsider a FN annotation for the sentence (2a) below.
a very low agreement (11,8% average agreementh this annotatiodmONOR, RECIPIENTANdTHEME
in providing qualia structures for given nouns.  are roles in the frame 8ING andJohn Mary and
Another line of research on inferring implicit a bookare fillers of these roles. The FN anno-
predicates concerns using information about coltation generalizes across near meaning-preserving
locations derived from corpora. For example,transformations, see (2b).
Lapata and Lascarides (2003) resolve logicaExample 2
metonymy on the basis of the distribution of para-
phrases likefinish the cigarette- finish smok- @ Nohrlponor [9avdGivinG
; : [Mary]recipienT[a bOORTHEME.
ing the cigaretteand easy problem— problem
D . . (b) [JohrlpoNnoR [gaveGving [a
which is easy to solvim a corpus. This approach booK THEME [t0 Mary RECIPIENT.
shows promising results, but it is limited to logi-
cal metonymy. Similarly, Nastase et al. (2006) use In FN information about syntactic realization
grammatical collocations for defining semantic re-Patterns of frame elements as well as information
lations between constituents in noun compounds.about frequency of occurrences of these patternsin
In our study we aim at extracting intuitively COrPorais provided. For example, the roleNoR
plausible argument-predicate relations from a sell the frame GvING is most frequently filled by a

mantically annotated corpus. Using an annotate§OUn phrase in the subject position or by a prepo-
corpus we avoid problems of defining types ofSitional phrase with the prepositidny as the head

these relations by automatic means which are usd? the complement position. _

ally error-prone. We represent argument-predicate 1he FN project originally aimed at developing a
relations in terms of FrameNet frames which al-frame-semantic lexicon for English. Later on FN
low for a fine-grained and grounded representatioff@mes turned out to be to a large extent language
supporting paraphrasing, see next sections. odpdependent (Burchardt et al., 2006). In most of
approach is not restricted to nouns. We also conthe cases German predicates could be successfully

cern relations where argument positions are filled€scribed by the FN frames. However, some of

by adjectives, adverbs or even verbs. the frames required adaptation to the German data,
e.g. new FEs were introduced. Since FN does not
4 The SALSA Corpus cover all possible word senses, new frames needed

to be added for some of the predicates.
For relation extraction we have chosen the SALSA We have chosen the SALSA corpus for our
corpus (Burchardt et al., 2006) developed at Saaexperiments because to our knowledge it is the
land University. SALSA is a German corpus only freely available corpus which contains both
manually annotated with role-semantic informa-syntactic and role-semantic annotation. However,
tion, based on the syntactically annotated TIGERve are aware that SALSA (approx. 700 000
newspaper corpus (Brants et al., 2002). Theaokens) is too small to compute a reliable co-
2006 SALSA release which we have used conoccurrence model for measuring plausibility of the
tains about 20 000 annotated predicate instancesxtracted argument-predicate relations, though it
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is relatively large for a manually annotated cor- For example, analyzing the following sentence

pus. As it was shown in (Bullinaria and Levy, . . . .
2007), co-occurrence-based approaches need very[,':unf Oppositioneliisyspect sind in Ebe-

large training corpora in order to reliably computeP1Yin [von der PolizéiaytHoriTiES [festgenom-
men A rresTWorden

semantic relatedness. The SALSA corpus, com-
prising less than 1 million tokens, is too small for 'Five members of the opposition have been
this purpose. Moreover, a considerable number oéirrested by the police in Ebebiyin.’

predicates in SALSA appeared to be unannotated.

Some of the high frequency pairs, as for examWe aim at extracting the following tuples:

ple Bombe, explodieretomb, to explode’, occur  Argument Role Frame  Predicate
in SALSA only once, just as occasional pairs like Oppositionell suspecT ARREST festnehmen
Deutsche, entdeckefserman, to discover. We  Polizei AUTHORITIES ARREST festnehmen

have tried to overcome the size problems by using
a larger unannotated corpus for recomputing th&elation Extraction

rating of our resulting relations, see next section. . .
In SALSA, every sentence is annotated with a set

5 Automatic Acquisition of the of frames in such a way that for every frame its
ArgumentPredicateRelations FEs refer to some syntactic constituents in the sen-
tence. In order to extract argument-predicate rela-

In line with (Lapata and Lascarides, 2003), our aptions from SALSA we need 1) to find a content
proach to extraction of argument-predicate (AP)head for every constituent corresponding to a FE;
relations is based on two assumptions: 2) to resolve possibly existing anaphora. Since

Al: If predicates are highly predictable from the SALSA is syntactically annotated, the first task

semantics of their arguments then they can b@oved to be relatively easy. On the contrary,
omitted in a discourse: anaphora resolution is well-known to be one of

A2: If a predicate frequently takes a word as anmoSt challenging NLP tasks. In our study, we

argument then it is highly predictable from the se—dO not focus'on it, and we treat 9”'y pronominal
mantics of this word. anaphora using the following straightforward res-

olution algorithm: given a pronoun the first noun
In the proposed experimental setting argumentgyhich agrees in number and gender with the pro-
predicate relations are defined in terms of theygyn is supposed to be its antecedent. In order
FrameNet frames. Thus, we aim at extractingo evaluate this resolution procedure we have in-
from SALSA tuples of the fornfArgumentROLE,  spected 100 anaphoric cases. In approximately
FRAME, Predicatg such that theArgumentplau-  three fourths of the cases the anaphora were re-
sibly fills the ROLE in the FRAME evoked by the splved correctly. Therefore, we have assigned a
Predicate As already mentioned in section 3, confidence rate of 0,75 to the FE fillers resulting
our approach is not restricted to nouns. We als@rom a resolved anaphora. In non-anaphoric cases
treat arguments expressed by other content parisconfidence rate of 1 was assigned.
of speech. The proposed relation extraction pro- g, every extracted tuple of the form

cedure consists in (Argument, ROLE, FRAME, Predicat¢ we
have summed up the corresponding confidence

¢ demg for every content qud which oceurs rates. Finally, we have obtained around 30 000
in the corpus a set of predicates taking this

) . .. tuples with confidence rates ranging from 0,75
word as an argument with a high probability; to 88. It is not surprising that most of the argu-

« defining a relation between the word and ev-Ments appeared to be nouns, while most of the
ery predicate from this set by finding which predicates are expressed by verbs. Since SALSA
roles the noun fills in frames evoked by thehas been annotated manually, there are almost
predicate: no mistakes in defining types of the semantic

e estimating the degree of the semantic relat- 'We have excluded from the consideration foreign-
language expressions, while proper nouns were treated in the

edpess in the extracted argum(':‘nt'precl'Catﬁsual way. For verb phrases with auxiliary or modal verbs as
pairs. heads the main verb was taken as a corresponding role filler.
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relations between arguments and predicatBsr  which takes into account their co-occurrence in a
several pairs, the semantic relation between atarger and more representative corpus. For com-
argument and a predicate is ambiguous. Considgiuting semantic relatedness we have used a lem-
the tuples extracted for the word paBuch, matized newspaper corpusii@leutsche Zeitung,
schreibenbook, to write’ which are given below. SZ) of 145 million words. Given a tuplewith a
While the first tuple corresponds to phrases likeconfidence rate containing an argumerntand a

ein Buch schreiberto write a book’, the second predicatep, the relatedness measura of ¢ was
one abstracts from the expressions likeeinem computed as follows:

Buch schreiberto write in a book'.

rm(t) = lsa(a, p) + ¢/maz(c),

Argument  Role Frame Predicate

Buch TEXT TEXT_CREATION  schreiben . .
. where thelsa(a,p) is based on Latent Semantic

Buch MEDIUM  STATEMENT schreiben

Analysis, LSA (Deerwester et al., 1990). LSA is

Additionally, ambiguity can arise because of thea vector-based technique that has been shown to
annotation disagreements in SALSA. For examgive reliable estimates on semantic relatedness. It
ple, the pair Haft, sitzer) 'imprisonment’, 'to sit”  makes use of distributional similarities of words
in Table 1 was annotated in SALSA both with thein text and constructs a semantic space (or word
BEING_LOCATED and with the BsTUREframes.  space) in which every word of a given vocabulary

As mentioned in section 4, a considerable numis represented as a vector. Such vectors can then
ber of predicates in SALSA is not annotated sebe compared to one another by the usual vector
mantically. In order to find out how many relevant similarity measures (e.g. cosine). We calculated
AP-relations get lost if we consider only seman-the LSA word space using the Infomap toolkit10
tically annotated predicates, we have additionally. 0.8.6 pttp://infomap-nip.sourceforge.netThe
extracted AP-pairs on the basis of the syntactic aneo-occurrence matrix (window size: 5 words)
notation only. The anaphora resolution procedurgomprised 80 0093 000 terms and was reduced
as described above was again applied to the symy SVD to 300 dimensions. For the vector com-
tactic argument heads. We have obtained aroungarisons the cosine measure was applied. To those
56 500 pairs with confidence rates ranging fromwords which did not occur in the analyzed SZ cor-
0,75to 71,5G¢ pus (approx. 3500 words)lsa measure of O was

As one could expect, being a newspaper corpusssigned. To provide a comparable contribution to
SALSA appeared to be thematically unbalancedym, the confidence ratesextracted from SALSA
The most frequent argument-predicate relationgire divided by the maximal confidence rate. The
occurring in SALSA reflect common topics dis- rm function is a linear interpolation of thea and
cussed in newspapers: economics (efyotent the normalizect measure. As mentioned above,
steiger), 'percent’, 'to increase’), criminality (e.9. the ¢ measure is a discriminative factor for only
(Haft, verurteiler) imprisonment’, 'to sentence’), 2% of the relations. For the remaining 98% the
catastrophes (e.g.Mgnsch toten) ’human’, 'to  normalizedc values are small (0,003 or 0,002 or
kill') etc. 0,001). Therefore, calculating tme measure we
mainly rely onlsa, while normalizedc actually
plays a role only for the relations frequently oc-
As mentioned in section 4, the size of SALSA curring in SALSA. Table 1 contains the 5 most se-

does not allow to make relevant predictions aboumantica”y related predicates for an example argu-
the distribution of frames and role fillers. Only ment.

2% of the relations occur in SALSA more then
3 times. In order to overcome this problem we
have developed a measure of semantic relatedneés
between the extracted arguments and predicates

Ranking

Evaluation

2Mistakes can arise only because of the annotation errors ) ] )
and errors in the anaphora resolution procedure. Since the extracted argument-predicate relations
¥The comparison of the results obtained by the extractioryre intended to be used for inferring intuitively ob-
procedure based on the semantic annotation with the results. dicat luate t hich extend th
of the procedure based on the syntactic annotation only i/10Us predicates,we evaluate to which exten ey

provided in the next section. correspond to human intuition.
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Table 1. Examples of the extracted argument-predicate relations

Argument Role Frame Predicate rm
Haft FINDING VERDICT verurteilen'to sentence’| 0,939
'imprisonment’ | LOCATION BEING_LOCATED sitzen'to sit’ 0,237
LOCATION POSTURE sitzen'to sit’ 0,226
MESSAGE REQUEST fordern'to demand’ 0,153
BAD_OUTCOME | RUN_RISK-FNSALSA | drohen'to threaten’ 0,144
Gold Standard the three subjectsy;, S, andSs, as follows:

Similar to (Cimiano and Wenderoth, 2007) we , 51002 ] 41520381 4 12202
e .

provide a gold standard for 30 test arguments oc- N

curring in the SALSA corpus. The test argu- Agreement results for every cue word are re-
ments were selected randomly from the set oported in table 2. Second column of the table
those arguments that have more than one predontains gold standard predicates which were pro-
icate associated with them such that a value o¥ided by all 3 participants treating the same word.
argument-predicate relatedness exceeds the avéweraging over all words, we got a mean agree-
age one. These words were nearly uniformly disment of 13%. Though this value seems to be low,
tributed among 20 participants of the experimentit is consistent with a mean agreement of 11,8%
who were all non-linguists. We also ensured thafor @ similar task reported in (Cimiano and Wen-
each word was treated by three different subjectgleroth, 2007), see section 3. Cimiano and Wen-
For every word we asked our subjects to write bederoth (2007) show that the lowest agreement is
tween 5 and 10 short phrases that contain a predielded for more abstract words, while the agree-
icate taking the given word as an argument, e.gment for very concrete words is reasonable. We
book—to read a book The participants were asked could not make a similar observation, see table 2.

to provide phrases instead of single predicates, beComparison with the Gold Standard
cause we wanted to control the syntactic and se-

mantic position of the arguments. The participantd" the first experiment we checked whether pred-
received an instruction informally describing the icates which people associate with the test argu-
notion of predicate and what kind of phrases theyMents can be automatically extracted by our pro-
are supposed to come up with. Besides the taskedure. For this aim we compared the gold stan-
description they were shown examples containin&ard with all automatically extracted argument-
appropriate and inappropriate phrases. Some dredicate relatior’scontaining some of the 30 cue

the examples are given below. words as follows. These relations were ranked ac-
cording to the relatedness measure described in
Example 3 previous section. In line with (Cimiano and Wen-

(a) Aktie 'stock’ : Kauf der Aktienbuying of deroth, 2007) we exploited an approach common

stocks', Aktien kauferito buy stocks’, Aktien an in information retrieval for estimating the qual-
der Brse'stocks on the bourse' (is inappropriate 'Y Of correspondence of a ranked output to a

because the word “bourse” describes a place argpld standard, see (Baeza-Yates and Ribeiro-Neto,
19

not an event) 99)' ) _
(b) beredt 'eloquent: beredt sprechenito Given somen automatically extracted relations

speak eloguently’ein beredter Sprechean elo- with the highest ranking we calculated a precision-

quent speaker’ (is inappropriate because the Worﬁeca” curve expressing precision and recall of our
“speaker” describes a person and not an event) procedure compared to the gold standard. The pre-

cision characterizes the procedure exactness, i.e.

The test was conducted via e-mail. In or-how many redundant relations are retrieved. The
der to compare the human associations with the—; _
The overall gold standard consists of 33 tuples.

extracted AP-reIatlons, we ha_"e manually anno- 5In order to evaluate the procedure extracting AP-
tated the obtained phrases with SALSA framesrelations on the basis of the semantic annotation we com-

The agreement for the described task for everyaared automatically extracted tuples to the gold standard tu-
d lculated th d pai .%Ies. For the procedure using the syntactic annotation only
cue word was caiculated as the averagead pairwisge AP-pairs were considered without regarding frames and

agreement between the AP-relations delivered byes.
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recall measures the completeness, i.e. how manyent used in the gold standard separately in the
relations of the gold standard are extracted autosame way as described above. For each argument
matically. For each point of the curve (which is the F,,,, measure has been computed. Because
a pair(p,r) of values of precisiop and recallr)  of the low agreement between the subjects ques-
we calculated thé'-measure ag’ = 2pr/(p +r)  tioned for the gold standard (see above), in these
which is the harmonic mean between recall andtalculations we considered all predicates reported
precision. The precision-recall curve is a set ofby our subjects. The calculatdd, ., values are
precision values for the prespecified recall levelgeported in table 2 which shows a correlation be-
varying from 0 to 1 with a step 0,1. Then, to pro-tweenF,,., values calculated for the “semantic”
duce only one value evaluating the quality of theand “syntactic” procedures. However, there is
ranked output compared to the gold standard, fono correlation with human agreement. This issue
each precision-recall curve we calculatégd,,, needs a further investigation, see section 7.

the maximal value of theF'-measure achieved

for the points of this curve.F,,,, expresses the

best trade-off between precision and recall for the

given ranked output. Finally, among all possibleHuman Judgments of the Relatedness

n (numbers of the considered relations with the

h_ighest rankin_g) we selected that one which profqjiowing (Cimiano and Wenderoth, 2007), in or-
vides the maximak;,., value. der to check whether the calculated relatedness

The resulting maximak),,., values are 0,47 for is reasonable according to human intuition, we
the procedure extracting AP-relations on the basi§ave performed another experiment. For each of
of the semantic annotation and 0,41 for the prothe 30 words selected for the gold standard we
cedure using the syntactic annotation only. Weselected the 5 top ranked predicates. Since for
compared these results with the baseline resulgome of the cue arguments only 3 predicates were
of maximal F,,,., values produced for the output found in the corpus, the final test set contains only
with random ranking. The calculation of the base-138 argument-predicate tuples. From these tuples
line was repeated 100 times, each time a new rarve generated short grammatically correct phrases
dom ranking was generated. The lowest baselingtructurally similar to those in example 3. These
results are 0,08/0,06 (semantic/syntactic annotahrases were uniformly distributed among 10 sub-
tion), the highest are 0,18/0,14 and the mediani£Cts so that every phrase was evaluated by one
are 0,1/0,07. One can see that the results produc&gibject. The participants were asked to rate the
using the relatedness measure (0,47/0,41) greatBhrases with respect to their naturalness using a
exceed the baseline. Based on this comparison wicale from 0 to 3, whereby 0 means "unnatural’,
conclude that the ranking done using the relatedl 'Possible’, 2 'natural’ and 3 'totally natural and
ness measure brings a significant advantage. THelf-evident'.
yalues of precision and recall for the reported MaAX-" Eurther on we investigated the relationship be-
imal me‘x values are 0,5/0,33 (semg ntIC/Syn?ac'”ctween the human estimates and the relatedness
annotation) and 0,45/0,54 respectlyely. This '®Values obtained automatically. For this aim we
sults show that half of the AP.-reIatlo'ns from theused the Spearman rank correlation coefficient.
gold standard appeared to be |n“the list (.)f”the tOpBecause of four-points scale used, the human
ranked tL_JpIes exFracted py t_he semantic Ioroce'rankings are equal for many tuples which lead to
dure, while the S|ze_of this listr( = 28) was al- the so-called effect of ties. For this reason we
most gqual o thg size of the gold standard (?S)Computed the correlation coefficient with a cor-
The gllﬁerences n pgrformance between the S€ection for ties. The coefficient value is 0,30 and
mantic” and “syntactic” procedures could be ex-

lained by the fact that the “svntactic” q this correlation is statistically significant with
plained by the fact that the “Syntaclic” proce urevalue 0,0006. Based on these results we conclude

finds in the corpus more related predicates for evfhat our relatedness measure is correlated with hu-

ery argument than the “semantic” one. Neverthe-man judgments. Taking into account the subjec-

:cef;’ t:e semantic” procedure shows better PETive character of human ranking in terms of nat-
ormance. uralness, the achieved correlation values can be

Next we investigated the results for each arguconsidered as high.
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Table 2: Evaluation results for 30 gold standard cue words.

Cue word Shared predicates Agr | Sem.Fp .. | Syn. Friax
Name'’name’ haben'to have’ 14% | 0,2 0,48
Urlaub 'vacation’ fahren'to go’ 8% | 0,13 0,16
Sprachelanguage’ sprecherito speak’,lernen’to learn’ 14% | 0,4 0,3
Strafe’fine’ verurteilen'to sentence’ 11% | 0,21 0,3
Stuhl’chair’ sitzen'to sit’ 14% | 0,1 0,2
Bombebomb’ hochgeherto blow up’ 14% | 0,11 0,22
Blatt 'gazette’, 'page’, 'leaf’ - 2% | 0 0
Flughafen'airport’ ankommerto arrive’, fahren’to go’ 21% | 0,17 0,17
GesetZlow’ - 8% | 0,17 0,38
Polizei’police’ rufen’to call’ 11% | 0,22 0,23
Kompromisscompromise’ schliesserto make’ 15% | 0,07 0,29
Fluggesellschafiairline’ - 3% 0,11 0,38
Antrag’proposal’, ‘application’ | stellen’to introduce’,ablehnerito decline’ 24% | 0,43 0,42
Zeitung'newspaper’ lesen'to read’ 13% | 0,17 0,09
Brief 'letter’ verschickerto send’,schreiberito write’ 19% | 0,23 0,12
Fluchtling’refugee’ aufnehmerto accept’ 13% | O 0,07
Buch’book’ schreiberito write’, lesen’to read’ 15% | 0,44 0,39
Zahler’counter’ ablesern to read’ 11% | O 0
Anzahl'number’ - 3% 0,23 0,19
Prozentpercent’ - 3% | 0,48 0,21
Ziel'goal’ verfehlen'to miss’, erreichento reach’ 20% | 0,3 0,48
Schuleschool’ schwanzen'to miss’, gehen'to go’ 22% | 0,13 0,23
Amt’position’, 'department’ bekleideninnehaberito hold’, gehento go’ | 20% | O 0,17
Frage’question’ beantworterito answer’,stellen'to ask’ 20% | 0,15 0,37
Menschthuman’ sein’to be’ 16% | 0,09 0,03
Zeug€witness’ aussagerto testify’, sein'to be’ 22% | 0,13 0,19
Thematheme’ - 7% | 0,14 0,26
Preistrager’prize winner’ — 5% 0,08 0,08
Initiative 'initiative’ ergreifen’to take’ 17% | 0,1 0,13
Wohnundgflat’ - 7% 0,09 0,17

7 Conclusion and Discussion eral tools have been developed which perform role

. annotation automatically, for example see (Erk
In this paper we presented an approach to auto- .

. . . . __and Pado, 2006). Therefore we believe that ap-
matic extraction of argument-predicate relations

from a frame-annotated corofidn our approach proaches using semantic annotation are valid and
P PP promising. In the future we plan to experiment

annotated and unannotated lexical resources. Bé\flth large role-annotated corpora for English such

sides extracting AP-pairs the proposed method aes PropBank (approx. 300 000 words, (Palmer

. . . et al., 2005)) and the FrameNet-annotated corpus
lows us to define types of semantic relations in

rovided by the FN project (more than 135 000
terms of FrameNet frames. The proposed procefl?mnotated sentences, (Ruppenhofer et al., 2006)).

dure is not restricted to arguments expressed by. . .
ince these corpora do not contain syntactic anno-
nouns and treats also other content parts of speech.

. . ation, for extracting argument-predicate relations
The main goal of this paper was to show that :
we will need to parse annotated sentences.

though manually annotated corpora usually have .
. . There are several ways to improve the proposed
a relatively small size, they can be successfully . . :
First, an implementation of a more

. . . ) procedure.
exploited for the relation extraction. An obvious . . .
. . .. advanced anaphora resolution algorithm treating
limitation of the presented approach is that it is

; . ronominal as well as nominal anaphora should
bounded to manual annotations which are harg. P

: : : . __significantly raise the precision/recall characteris-
to obtain. However, since semantic annotation

. oo ?ics. Second, splitting German compounds occur-
are useful for many different goals in linguistics fing in the corous should provide additional ev-
and NLP, the number of reliable annotated cor- g P P

ora constantly grow§. Moreover, recently sev- idence. We have treated such wordslamde
pi y9 ' ’ y ‘client” and Privatkunde’private client’ as differ-

®The complete list of the extracted AP-relations as wellent lexemes, while they are strongly related se-
as the results of the experiment will be available online at
http://www.ikw.uni-osnabrueck.de¢ovchinn/APrels/ available for English, German and Spanish,
At present FrameNet annotated corpora arehttp://framenet.icsi.berkeley.edu

see
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mantically and information about predicates co-to paraphrasing or query expansion, see for ex-
occurring with the second word could probablyample (Voorhees, 1994). Suppose that a search
be used for describing the semantics of the firsengine or a question answering system receives
one. Concerning relatedness measure, additiongtie queryschnelle Bombequick bomb’. Prob-
corpus-based measures such as Web-based medly, in this case the user is interested in find-
sures (Cimiano and Wenderoth, 2007) or measurasag information about bombs that explode quickly
based on syntactic relations (Pustejovsky et alrather then about bombs in general. Knowledge
1993) could appear to be useful for improving theabout predicates associated with the n@ambe
ranking of the extracted relations. 'bomb’ could be used for predicting a set of prob-
The presented procedure was evaluated quantble implicit predicates. For generation of the se-
tatively against human judgments obtained experimantically and syntactically correct paraphrases it
mentally. The participants of the experiment werds sometimes not enough to guess the most prob-
asked to provide short phrases containing give@ble argument-predicate pairs. Information about
cue words and predicates associated with thed¥pes of an argument-predicate relation could be
words as well as to rate phrases generated from tHeelpful, i.e. which semantic and syntactic posi-
automatically extracted AP-relations. Concerningion does the argument fill in the argument struc-
the first experiment, the low human agreement hatiire of the predicate. For example, compare
shown that the proposed association task appearé&ine Bombe explodiert schnédl bomb explodes
to be difficult for the subjects. Nevertheless, thequickly’ for schnelle Bombwith ein Buch schnell
described learning procedure proved to extract inlesen/schreibetto read/write a book quickly’ for
tuitively reasonable relations. schnelles Buckguick book’. In the first case the
The evaluation strategy presented in this pa@rgumentBombefills the subject position, while
per on relies on the underlying assumptioad ( In the second cas@uch fills the object posi-
and A2 in section 5) and is compatible with the fion. Since FrameNet contains information about
other approaches to relation extraction, cf. (Cimi-Syntactic realization patterns for frame elements,
ano and Wenderoth, 2007). However, it is plau-f€Presentation of argument-predicate relations in
sible that human responses in the context of proteérms of frames directly supports generation of se-
viding associated predicates for target words willmantically and syntactically correct paraphrases.
differ from the responses in the experimental set- The described procedure could also support
tings where subjects are asked to infer implicitmanual development of a lexical resource, provid-
predicates, e.g. to extend phrases containing iniNd evidence from corpora as well as the distribu-
plicit predicates. In the future we plan to im- tional information.
plement a procedure making use of the extracted
AP-relations which would automatically extend References
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