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A b s t r a c t  

This paper proposes a novel method for learning 
probability models of subcategorization preference of 
verbs. We consider the issues of case dependencies 
and noun class generalization in a uniform way by em- 
ploying the maximum entropy modeling method. We 
also propose a new model selection algorithm which 
starts from the most general model and gradually ex- 
amines more specific models. In the experimental 
evaluation, it is shown that both of the case depen- 
dencies and specific sense restriction selected by the 
proposed method contribute to improving the perfor- 
mance in subcategorization preference resolution. 

1 I n t r o d u c t i o n  

In empirical approaches to parsing, lexi- 
cal/semantic collocation extracted from corpus 
has been proved to be quite useful for ranking 
parses in syntactic analysis. For example, Mager- 
man (1995), Collins (1996), and Charniak (1997) 
proposed statistical parsing models which incor- 
porated lexical/semantic information. In their 
models, syntactic and lexical/semantic features 
are dependent on each other and are combined 
together. This paper also proposes a method 
of utilizing lexical/semantic features for the pur- 
pose of applying them to ranking parses in syn- 
tactic analysis. However, unlike the models of 
Magerman (1995), Collins (1996), and Char- 
niak (1997), we assume that  syntactic and lex- 
ical/semantic features are independent. Then, 
we focus on extracting lcxical/semantic colloca- 
tional knowledge of verbs which is useful in syn- 
tactic analysis. 

More specifically, we propose a novel method 
for learning a probability model of subcategoriza- 
tion preference of verbs. In general, when learn- 
ing lexical/semantic collocational knowledge of 
verbs from corpus, it is necessary to consider 
the two issues of 1) case dependencies, and 2) 
noun class generalization. When considering 1), 
we have to decide which cases are dependent on 
each other and which cases are optional and in- 
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dependent of other cases. When considering 2), 
we have to decide which superordinate class gen- 
erates each observed leaf class in the verb-noun 
collocation. So far, there exist several works 
which worked on these two issues in learning col- 
locational knowledge of verbs and also evaluated 
the results in terms of syntactic disambiguation. 
Resnik (1993) and Li and Abe (1995) studied how 
to find an optimal abstraction level of an argu- 
ment noun in a tree-structured thesaurus. Their 
works are limited to only one argument. Li and 
Abe (1996) also studied a method for learning de- 
pendencies between case slots and reported that 
dependencies were discovered only at the slot- 
level and not at the class-level. 

Compared with these previous works, this pa- 
per proposes to consider the above two issues 
in a uniform way. First, we introduce a model 
of generating a collocation of a verb and argu- 
ment /adjunct  nouns (section 2) and then view 
the model as a probability model (section 3). As 
a model learning method, we adopt the max- 
imum entropy model learning method (Della 
Pietra et al., 1997; Berger et al., 1996). Case 
dependencies and noun class generalization are 
represented as features in the maximum entropy 
approach. Features are allowed to have overlap 
and this is quite advantageous when we consider 
case dependcncies and noun class generalization 
in parameter estimation. An optimal model is se- 
lected by searching for an optimal set of features, 
i.e, optimal case dependencies and optimal noun 
class generMization levels. As the feature selec- 
tion process, this paper proposes a new feature 
selection algorithm which starts from the most 
general model and gradually examines more spe- 
cific models (section 4). As the model evalua- 
tion criterion during the model search from gen- 
eral to specific ones, we employ the description 
length of the model and guide the search process 
so as to minimize the description length (Ris- 
sanen, 1984). Then, after obtaining a sequence 
of subcategorization preference models which are 
totally ordered fl'om general to specific, we se- 
lect an approximately optimal subcategorization 
preference model according to the accuracy of 
subcategorization prefercnce test. In the exper- 
imental evaluation of performance of subcatego- 
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r izat ion preference,  it is shown tha t  bo th  of the 
case dependencies  and  specific sense res t r ic t ion 
selected by the p roposed  m e t hod  cont r i tmte  to 
improving  the pe r fo rmance  in subca tegor iza t ion  
preference resolut ion (section 5). 

2 A M o d e l  o f  G e n e r a t i n g  a V e r b - N o u n  
C o l l o c a t i o n  f r o m  S u b e a t e g o r i z a t i o n  
F r a m e ( s )  

This  section intr{}duces a model  of genera t ing  
a ve rb -noun  col locat ion f rom subca tegor iza t ion  
f l ' a m e ( s ) .  

2.1  D a t a  S t r u c t u r e  

V e r b - N o u n  C o l l o c a t i o n  Verb-noun  colloca- 
t ion is a da t a  s t ruc tu re  for the col locat ion of a 
verb  and all of its a r g u m e n t / a d j u n c t  no{ins. A 
verb-noun  collocat ion e is ret}resented by a fea- 
ture  s t ruc tu re  which consists of the verb  v and 
all the, pairs  of co-occurr ing case -markers  p and 
thesaurus  classes c of case -marked  nollnS: 

pr{:d : v 
[11 : C1 

e = . (1) 

Pk : (:k 

\Ve asstune tha t  a t hesaurus  is a t r ee - s t ruc tu red  
tyl}e hierarchy in which each node, ret}resents 
a semant ic  {:lass, and each thesaurus  {:lass 
el, • • •, ck in a ve rb -noun  col locat ion is a leaf {:lass 
in the thesam'us .  We also in t roduce  -j~ as the 
supe, r o rd ina t e - subo rd ina t e  relat ion of classes in 
a thesaurus :  Cl <~ (:2 means  tha t  t: 1 is subordi-  

1 nate to e2. 

Subeategorization Frame A subcategoriza- 
t ion f r a m e  s is represente{t }},y a feature  s t ruc tu re  
which consists  of a verb  v and the t}airs of {:axe- 
markers  p and sense res t r ic t ion e of  case -marked  
a r g u m e n t / a d j u n c t  nouns: 

prod : v 
P l  : c l  

, = . ( 2 )  

l)l : Cl 

Sense res t r ic t ion e l , . . . ,  ct of ease -marked  argu- 
m e n t / a d j u n c t  nouns are represen ted  by classes 
at a rb i t r a ry  levels of the thesaurus .  

S u b s u m p t i o n  R e l a t i o n  We in t roduce the 
• ~ubsumption relat ion < q  of a verb -noun  collo- 

1 A l t h o u g h  we ignore  s ense  a m b i g u i t i e s  of  c a s e - m a r k e d  
n o u n s  in t h e  de f in i t i ons  of  th i s  sec t ion ,  in t he  c u r r e n t  
i m p l e m e n t a t i o n ,  we deal  w i t h  s ense  a m b i g u i t i e s  of  case-  
m a r k e d  n o u n s  by  dec i d i ng  t h a t  a c lass  c is s u p e r o r d i n a t e  
to an  a m b i g u o u s  leaf  c lass  (h if c is super{}rdina,te to  a t  
l ea s t  one  of  t h e  poss ib le  un~tml}iguous c lasses  of  (71. 

cat ion {; and a subcategor iza t ion  f r a m e  s: 

c <~f s iff. for each case-marker pi in s and its 
noun cbuss c.~i, tt, ere exists the same 
case-marker Pi in  ~ a n d  its ilOllIl 
{:lass c,,i is subordinate to c,~i, i.e. 
(¥i  ~ c  Csi 

The  s u b s u m p t i o n  relat ion ~ s f  is apt)licat}le also 
as a subsumI}tioll  re lat ion of two snbca tegor iza-  
t ion fi 'ames. 

2.2  G e n e r a t i n g  a V e r b - N o u n  C o l l o c a t i o n  
f r o m  S u b c a t e g o r i z a t i o n  F r a m e ( s )  

Sut}pose a verb~noun col locat ion e is given as: 

/}red : v 
Pl : {':el 

{' = . ( a )  

t)k : Cek 

Then,  let us consider  a tuple  (sl ,  . . . , s ,~ )  of  
part ial  subeategor iza t ion  f r a m e s  which satisfies 
the following requirements :  i) the unifi{:ation 
sl  A . - .  A sn of all the par t ia l  subca tegor iza t ion  
[ r k t i n e s  has exac t ly  the SalIle case -markers  ~s e 
has as in (4), ii) each semant ic  class {:~i of a 
case,-marked no{in o[ the par t ia l  subca tegor iza-  
t ion f rames  is supe ro rd ina t e  to the, cor respond-  
ing leaf semant ic  class eci of e as in (5), and iii) 
any t}air si and s i, (i ~ . i  I) do not have {:ommon 
case,-markers as in (6): 

"ql A ' ' "  A ,s n ~-  

Cei  

prod : v 

Pi j  : c i j  

~97'{~d : 'U 

2/)1 : ( : M  

Pk : (:sk 

( 4 )  

VjVj '  Pu ¢ pi,j, 
' ( i , i ' - - : l , . . . , n ,  i ¢ i ' )  (6) 

V{hen a tuple  (s l ,  . . . , s~ , )  satisties the abow~ 
three  requirelnents ,  we assume tha t  the tuple (s j, 
• . . ,  s~L} can gc,'ncrate the ve rb -noun  collocat ion c 
and denote  as below: 

( , ~ , . . - , ~ % 3  - - - "  ~' (7)  

As we will descr ibe in section 3.2, we assume tha t  
the t}artial suhca tegor iza t ion  f rames  .Sl, . . . ,  s ,  
are regarded  as events  occurr ing i ndependen t l y  
of each o ther  and each of t hem is assigned an 
independen t  pa r ame te r .  

2 . 3  E x a m p l e  

This  section shows how we, can incorpora te  case 
dependenc ie s  and n o u n  class genera l i za t ion  into 
the model  of genera t ing  a ve rb-noun  collocatioll 
fi 'om a tuph~ of par t ia l  subca tegor iza t ion  t?ames. 
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The Ambigui ty  of  Case Dependenc ies  
The problem of the ambiguity of case dependen- 
cies is caused by the fact that, only by observing 
each verb-noun collocation in corpus, it is not de- 
cidable which cases are dependent on each other 
and which cases are optional and independent of 
other cases. Consider the following example: 
Example 1 

Kodomo-ga kouen-de juusu-wo nomu. 
child-NOM park-at juice-A CC drink 
(A child drinks juice at the park.) 
The verb-noun collocation is represented as a 

feature structure e below: 
[prcd:nomu ] g a : c ~  

e = W O  : C j  (8) 
de : % 

where cc, %, and cj represent the leaf classes 
(in the thesaurus) of the nouns "kodomo(child)", 

and 
Next, we assume that the concepts "hu- 

man", "place", and "beverage" are superordi- 
hate to "kodomo(child)", "kouen(park)", and 
'~uusu(juice)", respectively, and introduce the 

corresponding classes Chum, cpzc, and Cb~ as sense 
restriction in subcategorization frames. Then, 
according to the dependencies of cases, we can 
consider several patterns of subcategorization 
frames each of which can generate the verb-noun 
collocation e. 

If the three cases "ga(NOM)', "wo(AUC)", 
and "de(at)" are dependent on each other and 
it is not possible to find any division into several 
independent subeategorization frames, c can be 
regarded as generated from a subcategorization 
frame containing all of the three cases: 

ga : cl ...... ~ e (9) 
W O  : Cbe v 

d e  : e p l  c 

Otherwise, if only the two cases "ga(NOM)" 
and "wo(A CC)" are dependent on each other and 
the "de(at)" case is independent of those two 
cases, e can be regarded as generated from the 
following two subcategorization frames indepen- 
dently: 

. q a  : C h u  m ' d e  : Cpl  c ~ e 
W O  : Cb¢ v 

The Ambigui ty  of  N o u n  Class Generaliza- 
t ion The problem of the ambiguity of noun 
class generalization is caused by the fact that,  
only by observing each verb-noun collocation in 
corpus, it is not decidable which superordinate 
class generates each observed leaf class in the 
verb-noun collocation. Let us again consider Ex- 
ample 1. We assume that  tile concepts "mam- 
mal" and "liquid" are superordinate to "human" 

and "beverage", respectively, and introduce the 
corresponding classes Cream and eli q. If we addi- 
tionally allow these superordinate classes as sense 
restriction in subcategorization frames, we can 
consider several additional patterns of subcate- 
gorization frames which can generate the verb- 
noun collocation e. 

Suppose that only the two cases "ga(NOM)" 
and "wo(ACC)" are dependent on each other 
and the "de(at)" case is independent of those two 
cases as in the formula (10). Since the leaf class 
Cc ("child") can be generated from either ch~,~ 
or Cream, and also the leaf class cj ('Suite") can 
be generated from either Cbev or Cuq, e can be 
regarded as generated according to either of the 
four formulas (10) and (11).-~(13): 

g a  : Cream ' d e  : e p l c  ~ e 
W O  : Cbe v 

ga : cl~,,~ ' de : Cplc ~ e 
W O  : e l i  q 

<[ pred:nornu ] [ pred:nomu ]> (13) 
ga : Cream ' de : epic --~ c 
w O  : e l i  q 

3 M a x i m u m  E n t r o p y  M o d e l i n g  o f  
S u b c a t e g o r i z a t i o n  P r e f e r e n c e  

This section describes how we apply the maxi- 
mum entropy modeling approach of Della Pietra 
et al. (1997) and Berger et al. (1996) to model 
learning of subcategorization preference. 

3.1 M a x i m u m  E n t r o p y  Model ing  
Given the training sample £ of tile events (x, y), 
our task is to estimate the conditional probabil- 
ity p(y I x) that, given a context x, the process 
will output y. In order to express certain features 
of tile whole event (x, y), a binary-valued indica- 
tor function is introduced and called a feature 
function. Usually, we suppose that  there exists a 
large collection $- of candidate features, and im 
elude in the model only a subset S of the full set 
of candidate features F .  We call S the set of ac- 
tive features. Now, we assume that  S contains n 
feature functions. For each feature f/(E S), the 
sets 14i and Vyi indicate the sets of the values 
of x and y for that  h~'ature. According to those 
sets, each feature function f/ will be defined as 
follows: 

1 i f x C V ~ i a n d y E V y i  
fi(x,Y) = 0 otherwise 

Then, in the maximum entropy modeling ap- 
proach, the model with the maximum entropy 
is selected among the possible models. With this 
constraint, the conditional probability of the out- 
put y given the context x can be estimated as the 
following pA(y I x) of the form of the exponen- 
tial family, where a parameter ki is introduced 

1316 



for each feature  fi. e x p ( ~  AiSi(x,y)) 
p),(yix ) = i (14) 

y i 

The  pa rame te r  vahms A*i are est inlated by an 
a lgor i thm called hnproved Iterative Scaling (IIS) 
algori thm. 
F e a t u r e  S e l e c t i o n  b y  O n e - b y - o n e  F e a t u r e  
A d d i n g  The  feature selection process pre- 
sented in Della P ie t ra  et el. (1997) and Berger  
et el. (1996) is an incrementa l  procedure  tha t  
builds tip ,5 by successively adding features one- 
by-one. It  s tar ts  with S as empty,  and,  at each 
step, selects the candida te  feature which, when 
adjoined to the set of active features S,  pro- 
duces the greatest  increase in log-likelihood of 
the t ra ining sample. 

a.2  M o d e l i n g  S u b c a t e g o r i z a t i o n  P r e f e r -  
e n c e  

E v e n t s  In our  task of model  learning of sub- 
categor izat ion preference,  each event (x,y) in 
the t ra ining sample is a verb-noun collocation c, 
which is defined in the formula (1). A w;rb-noml 
colIocation e can be divided into two parts:  one 
is the verbal  par t  ev containing the verb v while 
the o ther  is the nominal  par t  % containing all the 
pairs of case-markers  p and thesaurus  leaf classes 
c of case-marked nouns: [t'I:Cl ] 

e = c v  A e p  = [ pred : v ] A 

P k  : e k  

Then ,  we define the context x of an event  (x, y) 
as the verb v and the output y as the nominal  par t  
ep of e, and each event in the t ra ining sample is 
denoted  as (v, ep): 

F e a t u r e s  We represent  each part ial  subcatego-  
r izat ion frame as a feature in the m a x i m u m  en- 
t ropy modeling. According to the possible vari- 
at ions of case dependencies  and noun class gen- 
eral ization,  wc consider every possible pa t te rns  
of sul)categorizat ion frames wtfich can generate  
a verb-noun collocation, and then cons t ruc t  the 
flfll set j r  of candida te  features.  Next ,  tbr the 
given verb-noun collocation c, tuples of part ial  
subcategor iza t ion  fi'ames which (:an generate  e 
are collected into the set SF(e) as below: 

{<,,,...,< -+ q 
{['hen, for each part ial  subcategor iza t ion  frame 

s, a b inary-valued feature  f imction f ,(v,  ep) is de- 
fined to be true if and only if at least on(: element 
of the set SF(e) is a tuple ( . s ~ , . . . , s , . . . , s , , }  tha t  
contains s: 

1 if ~(,st . . . .  , s , . . . , s ,~ )  
e SF(e=([pred: v] A %)) 

f.~(v,cp) = 0 otherwise 
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hi  the m a x i m u m  ent ropy  modeling approach,  
each feature is assigned an independmlt  param- 
eter,  i.e., each (part ial)  subcategor iza t ion  franie 
is assigned an independent  parameter .  

P a r a m e t e r  E s t i m a t i o n  Suppose tha t  the set 
B(C Jr) of active features is found by the pro- 
cedure of the next  section. Then,  the l)aram- 
eters of subcategor iza t ion  fi'ames are es t imated  
according to IIS Algor i thm and the condit ional  
probabi l i ty  d is t r ibut ion p$(ep I v) is given as: 

pa(e  v v) = s, e s  

ep f i  ( S 

4 General-to-Specific Feature Selec- 
tion 

This  section describes the new feature selection 
a lgor i thm which utilizes the subsumpt ion  rela- 
t ion of subcategor iza t ion  fi'ames. It s tar ts  from 
the most  9encral model,  i.e., a model with no 
case dependency  as well as the most general 
sense restr ict ions which correspond to the high- 
est classes in the thesaurus.  This  s tar t ing  model 
has high coverage of the test  data.  Then ,  the al- 
gor i thm gradual ly  examines more spe.cifie niod- 
els with case dependencies  as well as more spe- 
cific sense restr ict ions which correspond to lower 
classes in the thesaurus.  Th e  model  scar(:h pro- 
cess is guided by a model evaluat ion criterion. 

4.1 P a r t i a l l y - O r d e r e d  F e a t n r e  S p a c e  
hi section 2.1, we in t roduced  subsumpt ion  rela- 
t ion ~.*I of two sutmategorizat ion frames. All the 
subcategor iza t ion  frames are par t ia l ly  ordered 
according to this subsumpt ion  relation, and el- 
ements  of the set j r  of candida te  features consti- 
tu te  a part ia l ly  ordered  featnre space. 
C o n s t r a i n t  o n  A c t i v e  F e a t u r e  Se t  
Th ro u g h o u t  tim feature  se.lection process, 
we put  the tbllowing const ra int  on the a(:tiw; 
fi;ature set ,5: 

Case Covering Constraint: for each verb-noun 
collocation in the training set g., each case p (and 
the leaf class marked by p) of e has to be covered 
by a.t least one fe.ature in ,5:. 

I n i t i a l  A c t i v e  F e a t u r e  Set  
active features is cons t ruc ted  
tures which are not subsumed 
didate  h.'atures in ~-: 

So -: 5f f ,  Vf,~,(~k f,~) G t 

Initial  set S0 of 
by collecting tim_ 
by any other  can- 

m, s } , , i  .¢} (16) 

This  const ra int  on the initial active fl'.ature set 
means tha t  each feature in So has only one case 
and the sense restr ict ion of the case is (one of) 
the inost general class(es). 



C a n d i d a t e  N o n - a c t i v e  Features  for Re- 
p lacement  At each s tep  of feature  selection, 
one of the act ive  features  is replaced with  sev- 
eral non-ac t ive  features.  Let  G be a set of non- 
act ive features  which have never  been act ive until  
t ha t  step.  Then ,  for each act ive fea ture  f~(E S),  
the set D A (C G) of candida te  non-act ive  fea tures  
wi th  which fs is replaced has to sat isfy the fol- 
lowing two requ i rements  2 3. 

1. Subsumption with s: for each element f~, of Df~, 
s' has to be subsumed by .s. 

2. Upper Bound of G: for each element f~, of DI.., 
and for each element ft of jC, t does not snbsume 
s t, i.e., DL~ is a subset of the upper bound of G 
with respect to the subsumption relation -~ f .  

A m o n g  all the possible rep lacements ,  the most  
a p p r o p r i a t e  one is selected according to a model  
evaluat ion  cri terion.  

4 .2  Mode l  Eva luat ion  C r i t e r i o n  
As the model  eva lua t ion  cri ter ion dur ing feature  
selection, we consider  the following two types.  

4 .2 .1  M D L  P r i n c i p l e  
The  M D L  ( M i n i m m n  Descr ip t ion  Length)  prin-  
ciple (Rissanen,  1984) is a model  selection crite- 
rion. I t  is designed so as to "select the model  t h a t  
has as much  fit to a given da t a  as possible and 
tha t  is as s imple  as possible."  The  M D L  princi-  
ple selects the model  t h a t  minimizes  the  follow- 
ing description length/(_~,/, D) of the p robab i l i ty  
model  M for the  d a t a  D: 

1 logIDI (17) I(M,D) = - l o g L M ( D )  + ~NM 

where l o g L M ( D )  is the log-likelihood of the 
model  M to the  d a t a  D, NM is the  n u m b e r  of  
the p a r a m e t e r s  in the  model  / l l ,  and  IDI is the 
size of  the d a t a  D. 
Descr ipt ion  Length  of  Subcategor i za t ion  
P r e f e r e n c e  M o d e l  The  descr ip t ion length 
l (ps,$)  of the p robab i l i ty  model  p s  (of (15)) for 
the  t ra in ing  d a t a  set ~ is given aSlbelow:4 
l(p,s,E) = - ~ ]ogps(ep I ~ ) +  ~lSllogig'[ (]8) 

(~,,ep)c6 

2The general-to-specific feature selection considers only 
a small portion of the non-active features as the next can- 
didate for the active feature~ while the feature selection by 
one-by-one feature adding considers all the non-active fea- 
tures as the next candidate. Thus, in terms of efficiency, 
the general-to-specific feature selection has an advantage 
over the one-by-one feature adding algorithm, especially 
when the mmlber of the candidate features is large. 

3As long as the case covering constraint is satisfied, the 
set DL. of candidate non-active features with which f~ is 
replaced could be an empty set 0. 

4More precisely, we slightly modify the probability 
model ps by multiplying the probability of generating the 
verb-noun collocation e from the (partial) subcategoriza- 
tion frames that correspond to active features evaluating 
to true for e, and then apply the MDL principle to this 
modified model. The probability of generating a verb- 
noun collocation from (partial) subcategorization frames 
is simply estimated as the product of the probabilities 

4.2.2 Subca tegor i za t ion  Preference  Test  
us ing P o s i t i v e / N e g a t i v e  E x a m p l e s  

The  o ther  type  of the model  eva lua t ion  cr i ter ion 
is the  pe r fo rmance  in the subca tegor i za t ion  pref- 
erence test  presented  in Utsuro  and M a t s u m o t o  
(1997), in which the  goodness  of tile model  is 
measured  according to how m a n y  of the posi- 
t ive examples  can be judged  as more  a p p r o p r i a t e  
t h a n  the negat ive examples .  Th is  subca tegor iza-  
t ion preference test  can be regarded  as model ing  
the subca tegor iza t ion  ambigu i ty  of an a rgumen t  
noun in a .Japanese sentence wi th  more  t h a n  one 
verbs  like the one in E x a m p l e  2. 

E x a m p l e  2 
TV-de mouketa shounin-wo mita 

TV-by/on earn money merchant-ACC see 
(If the phrase "TV-de"(by/on TV) modifies the verb 
"mouketa'(earn money), the sentence means that 
"(Somebody) saw a merchant who earned money by 
(selling) TV." On the other hand, if the phrase "TV~ 
de"(by/on TV) modifies the verb "mita"(see), the 
sentence means that "On TV, (somebody) saw a mer- 
chant who earned money.") 

Negat ive  examples  are artificially genera ted  f rom 
the posi t ive  examples  by choosing a case e lement  
in a posi t ive example  of one verb  at  r a n d o m  and 
moving  it to a posi t ive example  of  ano the r  verb.  

C o m p a r e d  with  the  calcula t ion of the descrip-  
t ion length l(p.s, $) in (18), the ca lcula t ion of the 
accuracy  of subca tegor i za t ion  preference tes t  re- 
quires compar i son  of p robab i l i ty  values for suffi- 
cient n u m b e r  of posi t ive and  negat ive  d a t a  and 
its c o m p u t a t i o n a l  cost is much  higher t h a n  tha t  
of ca lcula t ing the descr ipt ion length.  There~ 
fore, at  present ,  we employ  the descr ip t ion length 
l(p.s,~7) in (18) as the model  eva lua t ion  crite- 
rion dur ing the general- to-specif ic  feature  selec- 
t ion procedure ,  which we will descr ibe in the next  
sect ion in detail.  After  ob ta in ing  a sequence of 
act ive fea ture  sets (i.e., subca tegor i za t ion  pref- 
erence models)  which are to ta l ly  ordered fl'om 
general  to specific, we select an op t ima l  subca te -  
gor iza t ion preference model  according to the ac- 
curacy  of subca tegor iza t ion  preference test,  as we 
will descr ibe in sect ion 4.4. 

4.3 Feature  Select ion A l g o r i t h m  
The  following gives the detai ls  of the general-to- 
specific fea ture  selection a lgor i thm,  where the de- 

of generating each leaf-class in the verb-noun collocation 
from the corresponding superordinate class in the subcat- 
egorization frame. With this generation probability, the 
more general the sense restriction of the subcategoriza- 
tion frames is, the less fit the model has to the data, and 
the greater the data description length (the first term of 
(18)) of the model is. Thus, this modification causes the 
feature selection process to be more sensitive to the sense 
restriction of the model. 
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script ion length l (ps ,g )  in (18) is employed as 
the model  evaluat ion criterion: a 

General-to-Specific Feature Selection] 
Input: Training data set £; 

collection Y of candidate features 
Output: Set S of actiw; features; 

model ps incorporating these fe.atures 

1. Start with S = So of the definition (16) and with 
6 = ~ - - , %  

2. Do for each active feature f E S and every pos- 
sible replacement D I C_ ~: 

Compute the model Psuul- {f} using 
IIS Algorithm. 

Compute the decre,xse in the descrip- 
tion length of (18). 

3. Check the termination condition ~; 
4. Select the feature ] and its replacement D] with 

maximum decrease in the description length 

5. S ~ - S U D ] - { ] } ,  G ~ - - - C j - D ]  
6. Compute Ps using IIS Algorithm 
7. Go to step 2 

4.4 Se lect ing  a Mode l  w i th  Approx-  
imate ly  Opt imal  Subcategor iza t ion  
Preference  Accuracy  

Suppose tha t  we are cons t ruct ing  subcategoriza-  
t ion preference models for the verbs v l , . . . , v m .  
By the general-to-specific feature  selection algo- 
r i thm in the  previous section, for each verb vi, 
a total ly  ordered  sequence of ni active feature  
sets Si0,.  • .,Si,,~ (i.e., subcategor iza t ion  prefer- 
ence models) are obta ined  from the t ra ining sam- 
ple g. Then,  using ano ther  t raining sample g '  
which is different fi'om g and consists of positive 
as well as negative data ,  a model  with opt imal  
subcategor iza t ion  preference accuracy is approx- 
imate ly  selected by the following procedure.  Let  
" ~ , . . . ,  Tm denote  the current  sets of active fea- 
tures  for verbs v l , . . . ,  vm, respectively: 

1. hfitially, for each verb vi, set T~ as the most gen- 
eral one Si0 of the sequence 8 i0 , . . . ,  S,,~,. 

2. For each verb vi, from the sequence Nil,. •., Si,~, 
search for an active feature set which gives a 
maximum subeategorization preference accuracy 
for g',  then set T /as  it. 

3. Repeat the same procednre as 2. 
4. Return the current sets T1, . . . ,  Tm as the approx- 

imately optimal active feature sets ,S t , . . . ,Sm 
for verbs v l , . . . ,  vm, respectively. 

"~Note that this feature selection algorithm is a hill- 
climbing one and the model selected here may have a de- 
scription length greater than the global minimum. 

6In the present iml)lementation , the fe~tture selection 
process is terminated after the description length of the 
model stops decreasing and then certain number of active 
features are replaced. 

5 E x p e r i n m n t  a n d  E v a l u a t i o n  

5.1 Corpus  and Thesaurus  
As tile t raining and test  corpus, we used tile 
E D R  Japanese  bracketed corpus (EDI/ ,  1995), 
which contains about  210,000 sentences collected 
from newspaper  and magazine articles. We 
used 'Bunru i  Goi H y o u ' ( B G I t )  (NLRI,  1993) 
as the .Japanese thesaurus.  BG H  has a seven- 
layered abs t rac t ion  hierarchy and more than  
60,000 words are assigned at  the leaves and its 
nominal  par t  contains abou t  45,000 words. 

5.2 T r a i n i n g / T e s t  Events  and Features  
We conduct  the model  learning exper iment  under  
the following conditions: i) the noun class gene.r~ 
alization level of each feature  is l imited to above 
the level 5 from the root  node in the thesaurus,  
ii) since verbs are independent  of each other  in 
our  model  h;arning framework,  we collect verb- 
noun collocations of one verb into a t ra ining da ta  
set and conduct  the model  learning procedure  for 
each verb separately.  

For the exper iment ,  seven Japanese  verbs 7 are 
selected so tha t  the difficulty of the subcatego-  
r izat ion t)reference test is balanced among verb 
pairs. The  number  of t ra ining events for each 
verb varies f lom abou t  300 to 400, while the 
number  of candida te  fi~atures for each verb varies 
fi'om 200 to 1,350. From this data ,  we cons t ruc t  
the. following three types of da t a  set, each pair 
of which has no common  element:  i) the t raining 
da ta  g which consists of positive da t a  only, and 
is used for selecting a sequence of active feature 
sets by the general-to-specific feature  selection 
a lgor i thm in section 4.3, ii) the t raining da ta  U 
which consists of positive and negative da ta  and 
is used in the procedure  of section 4.4, and iii) the 
test  da t a  gt.~ which consists of posit ive and neg- 
at ive da t a  and is used for evaluat ing the selected 
models in terms of the per formance  of subcate-  
gorizat ion preference test. Th e  sizes of the da t a  
sets g, g ' ,  and g t.s are 2,333, 2,100, aim 2,100. 
5.3 Resu l t s  
TalJle 1 shows the perfor lnance of subcategoriza-  
t ion preference test  described in section 4.2.2, tbr 
the approx imate ly  optimal models  selected by tile 
procedure  in section 4.4 ( the "Opt imal"  model 
of "( leneral- to-Speei t ic"  me thod) ,  as well as for 
several o ther  models including baseline Inodels. 
Covcnu.le is the rate of test  instances which sat- 
isfy the. case covering constraint of section 4.1. 
Accuracy is measured with the following heuris- 
tics: i) verb-noun collocations which satisfy the 

~"Ag,,,.,, (,i.~,O", "k,,, (~,~v)", ",,,otod,,k~, (b,,,~)", 
"o~ji,, (,',,.Wo,,#", ".~,,,,~u #i~,~)", "riga,, (diy,,')", a, ni 
"tsunagaru (connect)". 
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Table 1: Comparison of Coverage and Accuracy 
of Optimal and Other Models (%) 

General-to-Specific 
(Initial) 

(Independent Cases) 
(General Classes) 

(Optimal) 
(MDL) 

One-by-one Feature Adding 
(Optimal) 

Coverage 

84.8 
84.8 
77.5 
75.4 
15.9 

60.8 

Accuracy 

81.3 
82.2 
79.5 
87.1 
70.5 

79.0 

case covering constraint are preferred, ii) even 
those verb-noun collocations which do not satisfy 
the case coverin 9 constraint are assigned the con- 
ditional probabilities in (15) by neglecting cases 
which are not covered by the model. : With these 
heuristics, subcategorization preference can be 
judged for all the test instances, and test set cov- 
erage becomes 100%. 

In Table 1, the "Initial" model is the one 
constructed according to the description in sec- 
tion 4.1, in which cases are independent of each 
other and the sense restriction of each case is 
(one of) the most general class(es). The "Inde- 
pendent Cases" model is the one obtained by re- 
moving all the case dependencies from the "Op- 
timal" model, while the "General Classes" model 
is the one obtained by generalizing all the sense 
restriction of the "Optimal" model to the most 
general classes. The "MDL" model is tile one 
with the minimum description length. This is 
for evaluating the effect of the MDL principle in 
the task of subcategorization preference model 
learning. The "Optimal" model of "One-by-one 
Feature Adding" method is the one selected from 
the sequence of one-by-one feature adding in sec- 
tion 3.1 by the procedure in section 4.4. 

The "Optimal" model of 'General-to-Specific" 
method performs best among all the models in 
Table 1. Especially, it outperforms the "Op- 
timal" model of "One-by-one Feature Adding" 
method both in coverage and accuracy. As for 
the size of the optimal model, the average num- 
ber of the active feature set is 126 for "General- 
to-Specific" method and 800 for "One-by-one 
Feature Adding" method. Therefore, general-to- 
specific feature selection algorithm achieves sig- 
nificant improvements over the one-by-one fea- 
ture adding algorithm with much smaller num- 
ber of active features. The "Optimal" model of 
"General-to-Specific" method outperforms both 
the "Independent Cases" and "General Classes" 
models, and thus both of the case dependencies 
and specific sense restriction selected by the pro- 
posed method have much contribution to improv- 
ing the pertbrmance in subcategorization prefer- 
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ence test. The "MDL" model performs worse 
than the "Optimal" model, because the features 
of the "MDL" model have much more specific 
sense restriction than those of the "Optimal" 
model, and the coverage of the "MDL" model 
is much lower than that  of tile "Optimal" model. 

6 C o n c l u s i o n  
This paper proposed a novel Inethod for learn- 
ing probability models of subcategorization pref- 
erence of verbs. Especially, we proposed a new 
model selection algorithm which starts from the 
most general model and gradually examines more 
specific models. In tile experimental evaluation, 
it is shown that both of tile case dependencies 
and specific sense restriction selected by the pro- 
posed method contribute to improving the per- 
formance in subcategorization preference resolu- 
tion. As for fllture works, it is important to eval- 
uate tile performance of the learned subcatego- 
rization preference model in the real parsing task. 
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