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A b s t r a c t  

[n the field of statistical analysis of 
natural language data, the measure of 
word/class association has proved to be 
quite useful for discovering a meaning- 
tiff sense cluster in an arbi trary level 
of the thesaurus. In this paper, we 
apply its idea to the sense classifica- 
tion of Japanese verbal polysemy in case 
frame acquisition from Japanese-English 
parallel corpora. Measures of bilin- 
gual class~class association and bilingual 
class/frame association are introduced 
and used for discovering sense clusters 
in the sense distribution of English pred- 
icates and Japanese case element nouns. 
In a small experiment, 93.3% of the dis- 
covered clusters are correct in that  none 
of them contains examples of more than 
one hand-classified senses. 

1 I n t r o d u c t i o n  

In corpus-based NLP, acquisition of lexical knowl- 
edge has become one of the major  research topics. 
Among several research topics in this field, acqui- 
sition from parallel corpora is quite at tractive (e.g. 
Dagan et al. (1991)). The reason is that  paral- 
lel sentences are useful for resolving both syn- 
tactic and lexical ambiguities in the monolingual 
sentences. Especially if the two languages have 
different syntactic structures and word meanings 
(such as English and Japanese),  this approach 
has proved to be most effective in disambigua- 
tion (Matsumoto et al., 1993; Utsuro et al., 1993). 

Utsuro et al. (1993) proposed a method for ac- 
quiring surface case frames of Japanese verbs 
from Japanese-English parallel corpora. In this 
method, translated English verbs and case labels 
are used to classify senses of Japanese polysemous 
verbs. Clues to sense classification are found us- 
ing English verbs and case labels, as well as the 
sense distribution of the Japanese case element 
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nouns. Then, a human instructor judges whether 
the clues are correct. One of the major  disadvan- 
tages of the method is that  the use of English in- 
formation and sense distribution of Japanese case 
element nouns is restricted. Only surface forms of 
English verbs and case labels are used and sense 
distribution of English verbs is not used. Also, the 
threshold of deciding a distinction in the sense dis- 
tr ibution of Japanese case element nouns is prede- 
termined on a fixed level in a Japanese thesaurus. 
As a result, the human instructor is frequently 
asked to judge the correctness of the clue. 

In the field of statistical analysis of natural 
language data,  it is common to use measures 
of lexical association, such as the information- 
theoretic measure of mutual information, to ex- 
tract  useful relationships between words (e.g. 
Church and Hanks (1990)). Lexical association 
has its limits, however, since often either the 
data  is insufficient to provide reliable word/word 
correspondences, or the task requires more ab- 
straction than word/word correspondences per- 
mit. Thus,  Resnik (1992) proposed a useful mea~ 
sure of word/class association by generalizing 
information-theoretic measure of word/word asso- 
ciation. The proposed measure addresses the lim- 
itations of lexical association by facilitating sta~ 
tistical discovery of facts involving word classes 
rather than individual words. 

We find the measure of word/class associa- 
tion of Resnik (1992) is quite attractive,  since it 
is possible to discover a meaningful sense club- 
ter in an arbi trary level of the thesaurus. We 
thus expect that  the restrictions of the previ- 
ous method of Utsuro et al. (1993) can be Over- 
come by employing the idea of the measure of 
word/class association. In this paper, we de- 
scribe how this idea can be applied to the sense 
classification of Japanese verbal polysemy in case 
frame acquisition from Japanese-English parallel 
corpora. First, sense distribution of English pred- 
icates and Japanese case element nouns is repre- 
sented using monolingual English and Japanese 
thesaurus, respectively (sections 2 and 3). Then, 
the measure of the association of classes of En- 
glish predicates and Japanese case element nouns, 
i.e., a measure of bilingual class~class associa- 
tion, is introduced, and extended into a measure 
of bilingual class/frame association (section 4). 
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Using these measures, sense clusters are discov- 
ered in the. sense distr ibution of English predicates 
and ,lapanese ease element nouns. Finally, ex- 
amples of a Japanese polysemous verb collected 
from ,/apanese-l']nglish parallel corpora  are cli- 
vided into disjoint clusters according to those dis- 
covered sense clusters (section 5). The  results of a 
small experiment  are presented and the proposed 
measure is evaluated (section 6). 

2 Bil ingual  Surface Case Structure 

In the framework of verbal case frame acquisition 
fi'om parallel corpora,  bilingually matched surface 
case s tructures  (Matsumoto  e t a [ . ,  1993) are col- 
lected and surface case frames of Japanese verbs 
are acquired ti'om the collection, in this paper, 
each bilingually matched surface case s t ructure  is 
(:ailed a bilingual surface case s tructure,  and rep- 
resented as a feature structure:  

p'red : va 
s e m u  : S E M i ,  

pl : 
sere : S E M a l  

: 

P'" : sere : ,5'EMa,~ 

v j  in(licat(~s the verb in the Japanese sentence, 
P l , . . . ,  P,, denote the Japanese ease markers,  and 
n ~ l , . . . , n j , ,  denote the Japanese  ease element 
nouns. When a .Japanese noun n j i  tins several 
senses, it may appear  in several leaf classes in the 
,lapanese thesaurus.  Thus,  St ' ;Mai  is represented 
as a. set of" those classes, and is referred to as a se- 
man t i c  label. St ';ML, is a semantic  label of the cor- 
responding English predicate,  i.e., a set of classes 
in the English thesaurus:  

,gl';Mu = { c E 1  . . . . .  ( : l ~ k } ,  SI']Mj; = {cal . . . . .  cal} 

c I , : t , . . . ,  ¢:gk and c a a , . . . ,  c j l  indicate the classes 
in the English and Japanese thesaurus,  rcspec- 
t.ively. 

By s t ructural ly  matching the Japanese-Engl ish 
parallel sentences in Example 1, the following 
bilingual surface case s t ructure  is obtained: 

Examph. '  :1 
J: Watashi-ha uwagi-wo kagi-ni kaketa. 

I- 7'0 P coat-A C;C hook- on hung 
E: I hung my (;oat on the hook. 

])'i' (~ d 

,S ( : I~L t,; 

]l ,(Z : 

'UIO : 

' l t i  : 

Fred : watashi  ] 
J 

pred : uwagi  ] 
s e re :  {~,,} J 

pred : kagi ] 
.gCT/~ : { C k l , . , .  , Ck4 } J 

We use [¢,oget's Thesaurus  (Roget,  1911) 
as the English thesaurus and 'Bunrui  Goi 

Hyon ' (BGH)  (NLRI,  1993) as the Japanese  the- 
saurus. In Roget ' s  Thesaurus,  the verb "han.q" 
has four senses. In BGH, the nouns "watash, i" 
and "uwagi"  have only one sense, respectively, and 
"kagi" has four senses. 

3 Monol ingual  Thesaurus 
A thesaurus is regarded as a tree in which each 
node represents a class. We int roduce ~ as the 
superordinate-subordinate  relation of c loses .  In 
general, c1 _~ e2 means tha t  cl is subordinate  to 
c2. We define -/ so tha t  a semantic label S E M =  
{ c l , . . . , c n }  is subordinate  to each class ci: 

Vc C S E M ,  S E M  ~ c 

When  searching for classes which give max imum 
association scm'e (section 5), this detinition makes 
it possible to calculate association score for all the 
senses in a semantic  label and to find senses which 
give a max imum association score ~. 

BGI t  has a six-layered abstract ion hierarchy 
and more than 60,000 .Japanese words are assigned 
at the leaves and its nominal  par t  contains about  
45,000 words 2. Roget ' s  l hesa l rus  has a seven- 
layered abstract ion hierarchy and over 100,000 
words are allocated at the leaves a. In Roget ' s  The- 
saurus, sense classification is preferred to par t  of 
speech distinction. Thus,  a noun and a verb which 
have similar senses are assigned similar classes in 
the thesanrus.  

4 C l a s s - b a s e d  A s s o c i a t i o n  Score  

4.1 Word/Class Association S c o r e  

The measure of word/class  association of 
Resnik (1992) can be illustrated by the problem 
of finding tile prototypical  object  classes for verbs. 
Let )2 and A/" be the sets of all verbs and norms, 
respectively. (liven a verb v(E )2) and a norm 
class c(C N') ,  the joint probabil i ty of v and c is 
es t imated as 

~'2 count(v, r~) 
"n~c 

Pr(v, e) 

E E 
v ' C V  n J c . A f  

The associat ion score A ( v , c )  of a verb v and a 
noun class c is defined as 

Pr(v, c) - Pr(c [ v) l(v; e) A(v,c) -- Pr(c I v) log Pr(v)Pr(c) 

The association score takes the mutual  informa- 
tion between the verb and a noun class, and scales 

1This process corresponds to sense disamblguation 
by maximizing the association score. 

2Five classes are allocated at the next level from 
the root node: abstract-relations, agents-@human- 
activities, human-activities, products, and natural- 
objects- and-natural-phenomena. 

SAt the next level from the root node, it has six 
classes: abstract-relations, space, matter, intellect, vo- 
lition, and affections. 
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it according to the  l ikel ihood t h a t  a m e m b e r  of the  
class will ac tua l ly  a p p e a r  as the  ob jec t  of the  verb.  
The  first t e rm  of the  cond i t iona l  p robab i l i t y  mea-  
sures the  genera l i ty  of the  associa t ion ,  while the  
second te rm of the  mu tua l  in format ion  measures  
the co-occurrence of the  associa t ion.  

4.2 Bilingual Class/Class Association 
S c o r e  

We now app ly  the  word /c l a s s  associa t ion  score to 
the  task  of measur ing  the associa t ion  of classes 
of English pred ica tes  and  Japanese  case e lement  
nouns in the collection of b i l ingual  surface ease 
s t ruc tures .  F i r s t ,  we assume tha t  for any  polyse-  
mous J apanese  verb v j ,  there  exists  a case m a r k e r  
p which is most  effective for sense classif icat ion 
of v j .  Given the collection of bi l ingual  surface 
case s t ruc tu res  for v j ,  we in t roduce  the bilingual 
class/class association score for measur ing  the  as- 
socia t ion  of a class cE of English p red ica tes  and a 
class c j  of J apanese  case e lement  nouns for a case 
marke r  p. 

Let  Eg(vg,p) be the set of bi l ingual  sur- 
face case s t ruc tu res  col lected fronl the  Japanese-  
English para l le l  corpora ,  each e lement  of which 
has a J apanese  verb v j  and  a J a p a n e s e  case 
marker  p. Among  the e lements  of Eg(vj ,p) ,  let 
Eg(vj ,p ,c~)  be the set of those whose seman-  
t ic label  S E M E  of the  Engl ish p red ica te  satisfies 
the class c~,  i.e., S E M E  ~ cE, and  Eg(v j , p / c j )  
be the  set of those whose semant ic  label  S E M j  
of the  J a p a n e s e  case e lement  noun for the  case 
marker  p satisfies the  class c j ,  i.e., S E M j  
c j .  Let  l ' ;g(vj ,cE,p/cj)  be the in tersec t ion  of 
Eg(vj ,  p, c~i) and Eg(vj ,  p/cj) .  Then ,  condi t iona l  
p robabi l i t i es  Pr(cE Ira ,p) ,  P r ( c j  I va,p), and 
Pr(cE,cj  I v j ,p)  are defined as the  ra t ios  of the  
numbers  of the  e lements  of those sets: 

[Eg(vJ,p,  cE)[ 
pr(c  - 

Pr(,:,, I v J ,p )  - 
IE (v ,p)I 

Pr(cE,cJ  I vj,p) = ]Eg(v ,p) l 
Then ,  given v j  and  p, the  assoc ia t ion  score 

A(c~,., cj I v j , p )  of cE and c j  is defined as 

A(cE,cj [ vj,p) = 
Pr(cs,  c~ I v j , p )  

P r ( e ~ , c j  I v. l ,p)log Pr(cE [vj,p)Pr(cj I vj,p) 

This  defini t ion is s l ight ly  different from tha t  of 
the word /c l a s s  assoc ia t ion  score in t ha t  it  only 
needs the  set Eg(vj ,p)  for a J apanese  verb vy 
and a J apanese  case marke r  p, bu t  not  the  whole 
3apanese-Engl i sh  paral le l  corpora .  This  is be- 
cause our  task  is to discover  s t rong assoc ia t ion  of 
an English (:lass and  a J apanese  class in Eg(vj ,p) ,  
ra the r  than  in the  whole Japanese -Eng l i sh  para l -  
lel corpora .  Besides,  as the  first t e rm for mea- 
snring the genera l i ty  of the  associa t ion,  we use 

Pr(cE,cj  [ v j ,p)  ins tead  of Pr(c, ,  I v j ,p ,  cl~) or 
P r ( c ~  [v j ,p /c j )  below:* 

IEg/- , I 
Pr(cz [ v j , p ,  cE) = 

Pr(cE [ v j ,p/cj)  = 

4.3 Bilingual Class/Frame Association 
Score 

In the  previous  sect ion,  we assume tha t  for any  
po lysemous  J apanese  verb  v j ,  the re  exists  a case 
marke r  p which is most  effective for sense classi- 
f icat ion of verba l  po lysemy  v j .  However,  it  can 
h a p p e n  t h a t  a combina t ion  of more  t h a n  one ease 
marke r  charac te r izes  a sense of the  verba l  poly-  
senly v j .  Even  if there  exists  exac t ly  one case 
marke r  which is most  effective for sense classifi- 
cat ion,  it  is necessary  to  select the  most  effective 
case marke r  a u t o m a t i c a l l y  by some measure .  For  
example ,  using some measure ,  it  is des i rable  to 
a u toma t i c a l l y  discover the  fact  tha t ,  for the  t ask  
of sense classif icat ion of verba l  polysenry,  sub jec t  
nouns are usual ly  nlost  effective for in t rans i t ive  
verbs,  while ob jec t  nouns are  usual ly  most  effec- 
t ive for t r ans i t ive  verbs.  

This  sect ion general izes  the  previous  defini- 
t ion of bilingual class/class association score, and 
in t roduces  the  bilingual class/frame association 
score. In the  new defini t ion,  we consider  every 
possible  set of pairs  of a J a p a n e s e  case marke r  
p and a J apanese  noun class c j ,  ins tead  of pre- 
de t e rmin ing  the  most  effective case marker .  The  
bilingual class/frame association score measures  
the  assoc ia t ion  of an English class c~ and a set of 
pairs  of a J apanese  case marke r  p and a J apanese  
noun class cs marked  by p. By searching for a 
large assoc ia t ion  score, it  becomes possible  to find 
any combina t ion  of case marke r s  which charac te r -  
izes a sense of the  verba l  po lysemy  vs.  

4 .3 .1  J a p a n e s e  C a s e - C l a s s  F r a m e  

F i r s t ,  we in t roduce  a d a t a  s t ruc tu re  which rep- 
resents  a set of pairs  of J a p a n e s e  case marke r  p and 
a J apanese  noun class cj marked  by p, and  call it; 
Japanese case-class frame. A Japanese case-class 
frame can be represen ted  as a fea ture  s t ruc ture :  

Pm : CJm 

4pr(cd [ v j ,p ,  cE) and Pr(eE I v j , p / cd )  are too 
large in lower parts of the thesaurus, since we focus 
oi1 examples which have a Japanese verb v.l and a 
Japanese case marker p. When we used the average 
of P r (e j  I vJ,p, cE) and Pr(e~ [ vj ,p/cj)  instead of 
Pr(eE, cj ] vj,p) in the experiment d section 6, most 
discovered clusters consisted of only one example. 
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4.3.2 Subsumption Relation 
Next, we introduce subsuraption relation ~ / ' o f  ~ 

a bilingual surface case structure e and a Japanese 
ease-class frame fa: 

e ~ f  f3 iff. for each case marker p in f's and 
its noun class c's, there exists 
the same case marker p in e and 
its semantic babel S E M j  is sub- 
ordinate to ca, i.e. SEM'S ~ ca 

This definition can be easily extended into a sub- 
snmption relation of Japanese  case-class frames. 

4.3.3 Bilingual Class/Prame Association 
S c o r e  

Let Eg(va) be the set of bilingual surface case 
s t rnctures  collected from the Japanese-English 
parallel corpora,  each element of which has a 
Japanese  verb va. Among  the elements e of 
Eg(va), let Eg(va,cE) be the set of those whose 
semantic label S E M E  of the English predicate 
satisfies the class cE, i.e., S E M E  ~ cE, and 
Eg(vj ,  fd)  be the set of those which satisfy the 
Japanese  case-class frame fa ,  i.e., e ~ f  f j .  Let 
Eg(vj,cf,;, fa) be the intersection of Eg(va,cE) 
and Eg(va, fa). Then,  conditional probabilities 
1','(c~: Iv j ) ,  P r ( f a  i ra) ,  and I ' r ( c m  f j i v a )  are de- 
fined as the ratios of the numbers  of the elements 
of those sets: 

[)I'(CE I V J)  -- ] ~ ( V j ) l  

t',.(S's I v , )  - iEv(~'s) I 

Pr(c~:, f's I~a) = 

Then,  given va, the association score A(cE, f a l  
V'S) of cg and f j  is defined as 

A(cF,, f,, Iv,s) = 
PI"(CE, f'S I~'s) 

Pr(es,:, f,, Iva)  log Pr(c~ I v's)Pr(f's I v's) 

As well as the case of the bilingual class/class 
association score, this definition only needs the 
set Eg('va) for a Japanese  verb va, not  the whole 
Japanese-English parallel corpora. 

5 Sense  Class i f i cat ion  of  Verbal  
P o l y s e m y  

This section explains how to classify the elements 
of the set l')g(va) of bilingual surface case struc- 
tures according to the sense of the verbal poly- 
scaly va, with the bilingual c lass / f rame associ- 
at ion score defined in the previous section, hi 
this classification process, pairs of an English class 
cz,: and a Japanese  case-class frame f j  which give 
large association score A(cE, fa ira) are searched 
for. It is desirable tha t  the set Eg(v j )  be divided 
into disjoint subsets by the discovered pairs of cu 

and fa. The classification process proceeds ac- 
cording to the following steps: 

1. First,  the index i and the set of examples Eg 
are initialized as i ~- ] and Eg *- Eg(va). 

2. For the i- th iteration, let cE and fa  be a pair 
of an English class and a Japanese case-class 
frame which satisfy the following constraint  
for all the pairs ofcEj  and f j j  ( l < j < i -  1.): 
csu is not  subordinate  nor superordinate  to 
cEj (i.e., cF, ~ cEj and cEj ~ cE), or fa  is not  
subordinate  nor superordinate  to faj (i.e., 
fJ 74 1 faj and f j j  Z f  fa). Then,  among  
those pairs of c~ and f j ,  search for a pair 
eel and fJi which gives max imum association 
score max A(cE, fa Iv j) ,  a and collect the ele- 

cE ,fj 
ments of Eg which satisfy the restrictions of 
CEi and fJi into the set Eg(va, eel, f.'i). 

3. Subt rac t  the set Eg(va, cu~, fJi) from Eg as 
Eg +-- Eg - Eg(va, eel, fal). If  Eg 7~ O, then 
increment the index i as i +-- i + 1 and go to 
step 2. Otherwise, set the number  k of the 
subsets as k +- i and terminate  the class/flea-. 
t/on process. 

As the result of this classification process, the 
set Eg(v j )  is divided into disjoint subsets Eg(v j ,  
cNl, fdl) ,  . . . ,  Eg(v2, cEk, fak). 6 For example, if 
a Japanese polysemous verb vg has both intran- 
sitive and transi t ive senses, pairs with the sub- 
ject case like (era, [subj : Cjl]) , . . .  , <CEk, , [s~l.bj : 
oak,]) will be discovered for intransit ive senses, 
while pairs with the object case like (cEk,~ l, [obj: 
Cdk, , q ] ) , . . . ,  (cEk, [obj :csk]) will be discovered for 
t ransi t ive senses. 

Given tile set Eg(va), the i terations of the as- 
sociation score calculation is O(IEg( 'oa)t)  ~. Since 
the classification process can be regarded as sort- 
ing the calculated association score, its COnlputa- 
tional complexi ty  can be O(IEg(vj)  I log IEg(~j) l  ) 
if efficient sort ing algori thms such as quick sort 
are employed. 

6 E x p e r i m e n t  a n d  E v a l u a t i o n  

This section gives the results of a small exper- 

5The association score A(CS~,fjIvj) is calculated 
from the whole set Eg(v's), not Eg. 

6Although the classification process itself guaran- 
tees the disjointness of Eg(va, eel,  f'sl), . . . ,  Eg(vj,  
CEk, fJk),  the subordinate-superordinate constraint of 
c,,~, and f j  in the step 2 also guarantees the disjoint- 
ness of the example sets which satisfy the restrictions 
of me p~irs (c~,DJ, . . . ,  (c~, i's~). 

7Let l's, d's~ and ds~. be the maximum number of 
Japanese cases in a bilingual surface ease structure, 
the depths of the Japanese and English thesauri, re- 
spectively. Then, given a bilingual surface case struc- 
ture e, the number of Japaxiese case-class frames f.s 
which is superordinate to e (i.e., e ~ f  f's) is less than 
2 ° x d~', an(t the mtmber of possible pairs of c~ and 
f's is less than 2 ° x dt/ x dF,, which is constant. 
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l Iland- Cluster 
Classif. No. 

t 
2 

- - - 3  

4 
5 

9 
10 
11 
12 

3 13 
14 

I 15 I1 

Table 1: Sense Classification of kau 
English Predicate Class (CE)/ 

Japanese ~o(ACC) Case Noun Class (~ )  
(Level in the Thesaurus and Example Word) 

buy(Leaf)/131(Leve13, hon(book)) 
buy(Leaf)/13220(Leve15, e(picture)) 

Purchase(Leaf-I, buy, pay)/14(Levd2, Products) 
treat oneself to(Leaf)/14650-6-80(Leaf, gaisha(foreign car)) 

treat Oneself to(Leaf)/14280-3-10(Leaf, yubiwa(ring)) 
purchase(Leaf)~11720-3-lO(Leaf, d i s ~ - -  

bring(Leaf) /14010-4-40(Leaf, m ~ - -  
get(Leaf)/14570-1-10(Leaf, omocha(toy)) 
incur(Leaf)/laO(Level3, urami(enmity)) 

Motive(Leaf-I, rouse)/13020-5-50(Leaf, hankan(antipathy)) 
disgust( Leaf ) /13O l O-1-50( Leaf, hinshuku( displeasure) ) 

appreciate(Leaf)/13040-6-aO(Leaf, do,'yoku(effort)) 
get an opinion of(Leaf)/12040-1-5O(Leaf , otoko(person)) 

use(Leaf)/la421-6-50(Leaf, shuwan(ability)) 
win(Leaf)/laOlO-6-2OO(Leaf, kanshin(favor)) II 

Total I1 

Number 
of Egs. 

8 

46 

Association 
Score 
0.048 
0.018 
0.149 
0.070 
0.070 
0.083 
0.062 
0.070 
0.185 

3 0.169 
1 0.083 

1 0.083 
1 0.083 

75 

0.08'3 
0.083 

nese 
rb 

r u  

Table 2: Examples of Intransitive/Transitive Distinction 

Ll 

English Predicate Class (ce)/Japanese Case-Class Frame (fa) 
(Level in the Thesaurus and Example Word) 

expensive(Leaf)/ ga(NOM):ne(price)(Leaf) 
Special Sensation(Leaf-a, freeze)/ 

ga(NOM) :15130-11-10(Leaf, koori(ice)) 
Acts(Leaf-2, persist,stick to)/ 

wo(hCC):13040(LevelS, goujou(obstinacy)) 
Decrease(Leaf-I, subside)/ga(NOM):151(Level3, kouzui(floods)) 

Results of Reasoning(Leaf-2, catch, have)~ 
wo(ACC):15860-11 (Level6, kaze(cold)) 

Number 
of Egs. 

26 

Association 
Score 

3 0.299 
3 0.237 

7 0.459 

0.109 
0.421 

zku Intellect(Levell, open)/ga(NOM):14(Products)(Level2, to(door)) 
hold(Leaf) / wo( A CC):13510- l-CLeve16 , kaigou(meeting)) 

~au Completion(Leaf-I, ~ L e v e l 4 ,  negai ~ 
Quantity(Leaf-3, equal)/ni(DAT):12000-3-10(Leaf, kate(he)) 

12 
3 

0.339 
0.114 

I 0.460 
0.504 

iment. As a Japanese-English parallel corpus, we 
use a corpus of about 40,000 translation exam- 
ples extracted h'om a machine readable Japanese- 
English dictionary (Shimizu and Narita, 1979). 

6.1 E x a m p l e  o f  kau 

First, we show the result of classifying 75 examples 
(represented as bilingual surface ease structures) 
of the Japanese polysemous verb kau. 

As the result of searching for pairs of an English 
class and a Japanese case-class frame with a large 
association score, the wo case (the accusative case) 
is preferred as the most effective case for sense 
classification. 15 pairs of an English class and a 
Japanese case-class frame are found and the set 
of the 75 examples are divided into 15 disjoint 
clusters (Table 1). Each cluster is represented as 
a pair of the class c~ of the English predicates and 
the class ca of the Japanese case element nouns of 
wo case, along with the level of the class in the 
thesaurus and the example word. English classes 
are taken from Roget's Thesaurus and Japanese 
classes fi'om BGH s. In both thesauri, leaf classes 

SThe classes of BGH are represented as numer- 

correspond to one word. 
For the evaluation of the results, we hand- 

classified the 15 clusters into four groups, each 
of which corresponds to only one sense of kau 9. 
Most hand-classified clusters for kau consist of 
more than one clusters found by maximizing the 
association score. However, these clusters are cot- 
rect in that none of them contains examples of 
more than one hand-classified senses of kau. 

6.2 E x a m p l e s  of  I n t r a n s i t i v e / T r a n s i t i v e  
D i s t i n c t i o n  

For four Japanese verbs haru, hiku, hiraku, and 
kanau, Table 2 shows examples of classifying in- 
transitive/transitive senses by the proposed sense 

icM codes, in which each digit denotes the choice 
of the branch in the thesaurus. The classes start- 
ing with '11', '12', '13', '14', and '15' are subordi- 
nate to abstract-relations, a qents-of.human-activities, 
human-activities, products and natural-objects-and- 
natural-phenomena, respectively. 

9The criterion of this hand-classification is taken 
from the existing Japanese dictionaries for human use 
and the hand-compiled Japanese case frame dictionary 
IPAL (IPA, 1987). 

972 



1 
2 
3 
4 
5 
6 
7 
8 

9 

,lapanese 
Verb 

a g a r u ~ - -  - -  
ageru(raise) 
aku(open, iv) 

l~aru( spread, ivT~v ) 
lgku(subside,pull) 

h irakll.(open, iv7%V f 
kakeru(hang) 

, o',qorm to) 
~au(buy) 

'Fable 3: Eva,lnation of Sense 
Japanese Case- 
Class Frame fa 

9a(NOM)~Tvo A~AC~ 
wo(ACC) 

/ni(DAT) 
wo(A~O3)---- 

Classif icat ion 
'Pot a l - -  O n - - e  S~nn se-Clu s ter 

41 r---g- ~ . 2 ~ ; y -  

~ - ~ - ~  3 0 ~  

15 54 1.=C~ 50 (92.6%) 

1C74_-- 3--f- ~ g - 7 - : Y l - ~  

Average 

classif icat ion method .  Clus ters  of in t rans i t ive  
senses are discovered with  the  J a p a n e s e  case-class 
frames which conta in  the  .qa case ( the nomina t ive  
ease), while those of t r ans i t ive  senses are discov- 
ered with the  J a p a n e s e  case-class frames which 
conta in  the  w0 case ( the accusa t ive  c~se) and ni 
ease (the da t ive  case). 

6 .3  E v a l u a t i o n  

u, , , ,a~-~rTt,%i-d.-7-  
Class i f .  Hand:Glassif. 

~ - -  2.41 
t 8  _ 3.00 

8 1.50 
- -  1 1 - - - -  1 . 7 3  

2 ~ - - -  1.74 
10 :1.50 
25 1.80 
3 4.(;7 

7 C o n c l u s i o n  

This  pal)er  p roposed  a t)ilingual c lass-based 
m e t h o d  for sense classif icat ion of verba l  i)olysemy, 
which is based on the max imiza t ion  of the bilin- 
gual  c l a s s / f r ame  assoc ia t ion  score. I t  achieved 
fair ly high accuracy,  a l though  it is necessary to 
f a r the r  merge the  clusters  so t h a t  exac t ly  one clus-- 
ter  cor responds  to one hand-class i f ied sense. We 
are p lanning  to make  expe r imen t s  on sense classi- 
f icat ion wi thou t  bi l ingual  informat ion  to evalua te  
the  e.lt'ectiveness of such bi l ingual  in format ion .  

li'or 9 verl)s, we made  an ext)er iment  on sense 
classif icat ion of verba l  polysemy.  We c o m p a r e d  
the result  with the  hand-c lass i f ica t ion  and checked 
whether  each cluster  con ta ined  examples  of only 
one hand-class i t ied  sense (Table  3). In the  ta- 
ble, 'CI . '  and  'lEg.' ind ica te  the  numbers  of ellis= 
ters  and  examples ,  respect ively.  The  column 'One 
Sense (J luster '  means  t ha t  each cluster  conta ins  
examples  of only one hand-class i f ied sense, and 
the sub -eohmms  'CI . '  and  'Eg . '  list the number  of 
SlLch (:lusters and  the sum of examples  con ta ined  
in such clusters ,  respect ively.  We ewdua ted  the 
accuracy  of the  m e t h o d  am the ra te  of the  num- 
ber  of examples  conta ined  in one sense clusters  
as in the 'Eg . '  sub-eohmm.  This  achieved 100% 
accuracy  for four verbs  out  of the  9 verbs,  and 
93.3% in average.  The  coluinn 'To ta l  C1. /Hand-  
Classif . '  ind ica tes  the  ra t io  of the  to ta l  number  of 
c lusters  to the  number  of hand-class i f ied  senses, 
co r r e spoad ing  to the  average number  of c lns ters  
into which one hand-class i f ied sense is d iv ided.  I ts  
a, verag% median ,  and  s t a n d a r d  dev ia t ion  are 2.46, 
1.80, and 1.06, respectively.  

The  result  of the  expe r imen t  ind ica ted  t ha t  the  
t)r<)posed sense classif icat ion me thod  has achieved 
a lmos t  pure classif icat ion,  while the  resul t  seems a 
l i t t le  l iner than  hand-e lass i t iea t ion .  This  is main ly  
cause<l by the Ne t  t ha t  clusters  which cor respond  
to the  same hand-class i f ied sense are s epa ra t e ly  
loca ted  in the  h u m a n - m a d e  thesaurus ,  and  it is 
not  easy to find exac t ly  one rep resen ta t ive  class 
in the  thesaurus  (Utsuro ,  11995). I t  is necessary 
to fur ther  merge the  clusters  so t ha t  exac t ly  one 
c lus ter  cor responds  to one hand-class i f ied  sense. 
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