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Abstract

In the field of statistical analysis of
natural language data, the measure of
word /class association has proved to be
quite useful for discovering a meaning-
ful sense cluster in an arbitrary level
of the thesaurus. In this paper, we
apply its idea to the sense classifica-
tion of Japanese verbal polysemy in case
frame acquisition from Japanese-English
parallel corpora. Measures of bilin-
gual class/class association and bilingual
class/frame assoctation are introduced
and used for discovering sense clusters
in the sense distribution of English pred-
icates and Japanese case element nouns.
In a small experiment, 93.3% of the dis-
covered clusters are correct in that none
of them contains examples of more than
one hand-classified senses.

1 Introduction

In corpus-based NLP, acquisition of lexical knowl-
edge has become one of the major research topics.
Among several research topics in this field, acqui-
sition from parallel corpora is quite attractive (e.g.
Dagan et al. (1991)). The reason is that paral-
lel sentences are useful for resolving both syn-
tactic and lexical ambiguities in the monolingual
sentences. lispecially if the two languages have
different syntactic structures and word meanings
(such as English and Japanese), this approach
has proved to be most effective in disambigua-
tion (Matsumoto et al., 1993; Utsuro et al., 1993).

Utsuro et al. (1993) proposed a method for ac-
quiring surface case frames of Japanese verbs
from Japanese-English parallel corpora. In this
method, translated English verbs and case labels
are used to classify senses of Japanese polysemous
verbs. Clues to sense classification are found us-
ing English verbs and case labels, as well as the
sense distribution of the Japanese case element
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nouns, Then, a human instructor judges whether
the clues are correct. One of the major disadvan-
tages of the method is that the use of English in-
formation and sense distribution of Japanese case
element nouns is restricted. Only surface forms of
English verbs and case labels are used and sense
distribution of English verbs is not used. Also, the
threshold of deciding a distinction in the sense dis-
tribution of Japanese case element nouns is prede-
termined on a fixed level in a Japanese thesaurus.
As a result, the human instructor is frequently
asked to judge the correctness of the clue.

In the field of statistical analysis of natural
language data, it is common to use measures
of lexical association, such as the information-
theoretic measure of mutual information, to ex-
tract useful relationships between words (e.g.
Church and Hanks (1990)). Lexical association
has its limits, however, since often either the
data is insufficient to provide reliable word/word
correspondences, or the task requires more ab-
straction than word/word correspondences per-
mit. Thus, Resnik (1992) proposed a useful mea-
sure of word/class association by generalizing
information-theoretic measure of word/word asso-
ciation. The proposed measure addresses the lim-
itations of lexical association by facilitating sta-
tistical discovery of facts involving word classes
rather than individual words.

We find the measure of word/class associa-
tion of Resnik (1992) is quite attractive, since it
is possible to discover a meaningful sense clu-
ter in an arbitrary level of the thesaurus. We
thus expect that the restrictions of the previ-
ous method of Utsuro et al. (1993) can be over-
come by employing the idea of the measure of
word /class association. In this paper, we de-
scribe how this idea can be applied to the sense
classification of Japanese verbal polysemy in case
frame acquisition from Japanese-English parallel
corpora. Iirst, sense distribution of English pred-
icates and Japanese case element nouns is repre-
sented using monolingual English and Japanese
thesaurus, respectively (sections 2 and 3). Then,
the measure of the association of classes of En-
glish predicates and Japanese case element nouns,
i.e., a measure of bilingual class/class associa-
tion, is introduced, and extended into a measure
of bilingual class/frame association (section 4).
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Using these measures, sense clusters are discov-
cred in the sense distribution of English predicates
and Japancse case element nouns. Finally, ex-
amples of a Japanese polysemous verb collected
from Japanese-Iinglish parallel corpora are di-
vided into disjoint clusters according to those dis-
covered sense clusters (section 5). The results of a
small experiment are presented and the proposed
measure is evaluated (section 6).

2 Bilingual Surface Case Structure

In the framework of verbal case frame acquisition
from parallel corpora, bilingually matched surface
case structures (Matsumoto et al., 1993) are col-
lected and surface case frames of Japanese verbs
are acquired from the collection. In this paper,
each bilingually matched surface case structure is
called a bilingual surface case structure, and rep-
resented as a feature structure:

" pred: vy W
semp : SEMg

| pred:ng
Prid sem: SEMy

] py-ed CIm
Pin o sem S.EMJm _J

vy indicates the verb in the Japanese sentence,
Ply. ., P denote the Japanese case markers, and
Nyi,..., Ny, denote the Japanese case clement
nouns. When a Japanese noun ny; has several
senses, it may appear in several leaf classes in the
Japanese thesaurus. Thus, SEMy, is represented
as a sct of those classes, and is referred to as a se-
mantic label. S F Mp is a semantic label of the cor-
respounding Iinglish predicate, i.e., a set of classes
in the English thesaurus:

Sl‘}ME = {(.‘}51,. o ,CEk}, S]CMJ{ = '{CJ],. . .,CJ]}

iy . cpe and cgy,. .., cy; indicate the classes
in the Fnglish and Japanese thesaurus, respec-
tively.

By structurally matching the Japanese-Fnglish
parallel sentences in KExample 1, the following
bilingual surface case structure is obtained:
Example 1

J: Watashi-ha uwagl-wo  kagi-ni
L.7opP coat-ACC  hook-on
I T hung my coat on the hook.

kaketa.
hung

[ pred: kakeru
Semy; o {Chnngl gonn ;Changll}
pred : watashi

ha sem : {cw}

red : uwwagit
wo: | P 9 ]

sem : {cu.}
sCra} ] |

"y [ pred : kagsi
sem : {cr, .-

We use Roget’s Thesaurus (Roget, 1911)

as the [nglish thesaurus and ‘Bunrui Goi
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Hyou'(BGH) (NLRI, 1993) as the Japanese the-
saurus. In Roget’s Thesaurus, the verb “hang”
has four senses. In BGH, the nouns “watash:”
and “vwagi” have only one sense, respectively, and
“kagt” has four senses.

3 Monolingual Thesaurus

A thesaurus is regarded as a tree in which each
node represents a class. We introduce =< as the
superordinate-subordinate relation of classes. In
general, ¢; = ¢z means that ¢y is subordinate to
¢3. We define < so that a semantic label SEM =

{c1,...,¢cn} is subordinate to cach class ¢;:
Ve € SEM, SEM < ¢

When searching for classes which give maximum
association score (section 5), this definition makes
it possible to calculate association score for all the
senses in a semantic label and to find senses which
give a maximum association scorel.

BGH has a six-layered abstraction hierarchy
and more than 60,000 Japanese words are assigned
at the leaves and its nominal part contains about
45,000 words®, Roget’s ‘I'hesaurus has a scven-
layered abstraction hierarchy and over 100,000
words are allocated at the leaves®. In Roget’s The-
saurus, sense classification is preferred to part of
speech distinction. Thus, a noun and a verb which
have similar senses are assigned similar classes in
the thesaurus.

4 Class-based Association Score

4.1 Word/Class Association Score

The measure of word/class association of
Resnik (1992) can be illustrated by the problem
of finding the prototypical object classes for verbs.
Let V and N be the sets of all verbs and nouns,
respectively. Given a verb v(€ V) and a noun
class ¢(C N), the joint probability of v and ¢ is

estimated as
~
L coun‘t(v, n)
nee

Z Z;;un£(17',;5

v'eVn'cN

Pr(v,¢) =

The association score A(v,c) of a verb v and a
noun class ¢ is defined as
Pr(v,c)
Aw,¢) = Pr(c|v)log =——=
( b ) ( ] ) gl)l'('l))l)l'((‘.)
The association score takes the mutual informa-
tion between the verb and a noun class, and scales

= Pr(c|v) I(v;¢)

!This process corresponds to seuse disambiguation
by maximizing the association score.

?Pive classes are allocated at the next level from
the root node: abstract-relations, agents-of-human-
activities, human-activities, products, and natural-
objects-and-natural-phenomena.

$At the next level from the root node, it has six
classes: abstract-relations, space, matier, intellect, vo-
lition, and affections.



it according to the likelihood that a member of the
class will actually appear as the object of the verb.
The first term of the conditional probability mea-
sures the generality of the association, while the
second term of the mutual information measures
the co-occurrence of the association.

4.2 Bilingual Class/Class Association
Score

We now apply the word/class association score to
the task of measuring the association of classes
of English predicates and Japanese case element
nouns in the collection of bilingual surface case
structures. Iirst, we assume that for any polyse-
mous Japanese verb v, there exists a case marker
p which is most effective for sense classification
of vy. Given the collection of bilingual surface
case structures for vy, we introduce the bilingual
class/class association score for measuring the as-
sociation of a class cg of English predicates and a
class ¢y of Japanese case element nouns for a case
marker p.

Let FEg(vs,p) be the set of bilingual sur-
face case structures collected from the Japanese-
English parallel corpora, each element of which
has a Japanese verb w; and a Japanese case
marker p. Among the elements of Eg(vys,p), let
Eg(vy,p,cp) be the set of those whose seman-
tic label SEMg of the English predicate satisfies
the class cp, l.e., SEMg <X cg, and Eg(vs,p/cy)
be the set of those whose semantic label SEM;
of the Japancse case element noun for the case
marker p satisfies the class ¢y, 1.e., SEM; <
cy. Let Fglvy,cp,p/cs) be the intersection of
Eg(vy,p,cp)and Lg(vy,p/cy). Then, conditional
probabilities Pr(cg | vs,p), Pr(cs | vy,p), and
Pr(cg,c; | vy, p) are defined as the ratios of the
numbers of the elements of those sets:

lEg(’UJ,p,CE)l

Pr(cp | vr,p) = |Eg(vs,p)]
. | Eg(va,p/es)|
Pr(es | vg,p) = m_

| Eg(vs,cn,p/e)|
|E9(v-]ap)‘

Pr(c,cs | vas,p)

Then, given v; and p, the association score
Aleg,ep|vy,p) of cg and ¢y is defined as
A(CE,CJ | 'vJvP) =
Pr{cg,cs | vy, p)
cg | va,p)Pr{cs | vi,p)

Pr(cg,ca | va,p)log Pr(

This definition is slightly different from that of
the word/class association score in that it only
needs the set Eg(vy,p) for a Japanese verb vy
and a Japanese case marker p, but not the whole
Japanese-Fnglish parallel corpora. This is be-
cause our task is to discover strong association of
an English class and a Japanese class in Fg(vys,p),
rather than in the whole Japanese-English paral-
lel corpora. Besides, as the first term for mea-
suring the generality of the association, we use

Pr(cg,cs | vs,p) instead of Pr(cy | vs,p,cr) or
Pr(cg|vs,p/cs) below:*

lEg('UJ, CE’p/CJ)1
‘Eg(vva, CE)'

Pr(cs | va,p,cr)

|Eg(v_],cE,p/c.})|
|Eg(va,p/cs)|

Pr(cy | vy,p/es)

4.3 Bilingual Class/Frame Association
Score

In the previous section, we assume that for any
polysemous Japanese verb vy, there exists a case
marker p which is most effective for sense classi-
fication of verbal polysemy v;. However, it can
happen that a combination of more than one case
marker characterizes a sense of the verbal poly-
semy vy. Bven if there exists exactly one case
marker which is most effective for sense classifi-
cation, it is necessary to select the most effective
case marker automatically by some measure. For
example, using some measure, it is desirable to
automatically discover the fact that, for the task
of sense classification of verbal polysemy, subject
nouns are usually most effective for intransitive
verbs, while object nouns are usually most effec-
tive for transitive verbs.

This section generalizes the previous defini-
tion of bilingual class/class association score, and
introduces the bilingual class/frame association
score. In the new definition, we consider every
possible set of pairs of a Japanese case marker
p and a Japanese noun class ¢y, instead of pre-
determining the most effective case marker. The
bilingual class/frame association score measures
the association of an English class ¢y and a set of
pairs of a Japanese case marker p and a Japanese
noun class ¢; marked by p. By searching for a
large association score, it becomes possible to find
any combination of case markers which character-
izes a sense of the verbal polysemy v;.

4.3.1 Japanese Case-Class Frame

First, we introduce a data structure which rep-
resents a set of pairs of Japanese case marker p and
a Japanese noun class ¢y marked by p, and call it
Japanese case-class frame. A Japanese case-class
frame can be represented as a feature structure:

pL:ica
Pm P Cum

*Pr(cs | vs,p,er) and Pr(cg | vi,pfecs) are too
large in lower parts of the thesaurus, since we focus
on examples which have a Japanese verb v; and a
Japanese case marker p. When we used the average
of Pr(es | vs,p,ce) and Pr{cg | vs,p/cs) instead of
Pr(cg,cs | vs,p) in the experiment of section 6, most
discovered clusters consisted of only one example.
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4.3.2 Subsumption Relation

Next, we introduce subsumption relation < of’

a bilingual surface case structure e and a Japenese
case-class frame fy:

e <y fy iff.  for each case marker p in f; and
its noun class cy, there exists
the same case marker p in e and
its semantic label SEM; is sub-
ordinate to ¢y, i.e. SEMy < ¢y

This definition can be easily extended into a sub-
swmption relation of Japanese case-class frames.

4.3.3 Bilingual Class/Frame Association
Score

Let I0g(vy) be the set of bilingual surface case
structures collected from the Japanese-FEnglish
parallel corpora, each element of which has a
Japanese verb vy, Among the elements e of
Eg(vy), let Eg(vy,cg) be the set of those whose
semantic label SEMpg of the English predicate
satisfies the class cg, l.e., SEMgp < cp, and
Eg(vy, 1) be the set of those which satisfy the
Japanese case-class frame f;, ie., e <5 fy. Let
Eg(vy,cp, fr) be the intersection of Kg(vy,cg)
and Fg(vs, f7). Then, conditional probabilities
Pr(eg|vy), Pr(fs|vs), and Pr(cg, fr|vs) are de-
fined as the ratios of the numbers of the elements
of those sets:

7 IEg(’UJ,CE‘)'
Pricg | v i e
(er | vs) ]Eg(vj)l
‘Eg(vj,fJ)‘
Pr v T
(le J) IEQ(UJ)[
Eg(vJ,CE,fJ)'
Pr{cg, fo|v BT
{er, falvg) {Eg(w)l

Then, given vy, the association score A(cg, fr |
vy) of ¢y and fy is defined as

Afcexn, falvs) =

Pr(ew, fr|vr)
< | UJ)Pr(fJ [ vg)

As well as the case of the bilingual class/class
association score, this definition only needs the
set Kg(vy) for a Jupanese verb v;, not the whole
Japanese-Fnglish parallel corpora.

Pr(er, fi | vs)log Br(

5 Sense Classification of Verbal

Polysemy

This section explains how to classify the elements
of the set Eg(vJ) of bilingual surface case struc-
tures according to the sense of the verbal poly-
semy vy, with the bilingual class/frame associ-
ation score defined in the previous section. In
this classification process, pairs of an English class
cp and a Japanese case-class frame f; which give
large association score A(cg, f7|vy) are searched
for. It is desirable that the set Eg(vy) be divided
into disjoint subsets by the discovered pairs of cg

and fy. The classification process proceeds ac-
cording to the following steps:

1. First, the index ¢ and the set of examples K¢
are initialized as ¢ «+ 1 and Fg « Eg(vy).

2. For the ¢-th iteration, let ¢y and f; be a pair
of an English class and a Japanese case-class
frame which satisfy the following constraint
for all the pairs of cgj and fy; (1<j<i~1):
¢p is not subordinate nor superordinate to
crj (e, cp A cgjand cg; £ ¢g), or f; is not
subordinate nor superordinate to f; (ie.,
f1 25 f3; and f5; A5 fr). Then, among
those pairs of ¢y and f;, search for a pair
cp; and fjy; which gives maximum association

score mafx Alcg, fr]vy),® and collect the ele-
CENJJ

ments of Fg which satisfy the restrictions of
cgi and fj; into the set Eg(vs,cpi, fr:)-

3. Subtract the set Eg(vy,cgi, f1:) from Py as
Eg — Eg— Eg(vy,cps, f5:). f Eg#0, then
increment the index ¢ as 2 « ¢ + 1 and go to
step 2. Otherwise, set the number k& of the
subsets as k « ¢ and terminate the classifica-
tion process.

As the result of this classification process, the
set Fg(vy) is divided into disjoint subsets Fg(v;,
e, fa1)s - Bglvg, cun, fix).% For example, if
a Japanese polysemous verb vy has both intran-
sitive and transitive senses, pairs with the sub-
ject case like {cgy,[subj : cp1l),..., (cuw,[sub] :
csi]) will be discovered for intransitive senses,
while pairs with the object case like {cpkr41,[0b7
Crrt1))s - -5 (CER, [0b] :c 1)) Will be discovered for
transitive senses.

Given the set Fg(vy), the iterations of the as-
sociation score calculation is O(|Eg(v;)])". Since
the classification process can be regarded as sort-
ing the calculated association score, its computa-
tional complexity can be O(|Fg(vs)|log |Eg(vy)|)
if eflicient sorting algorithms such as quick sort
are employed.

6 Experiment and Evaluation

This section gives the results of a small exper-

®The association score Alcp, fr|vy) is calculated
from the whole set Eg(vs), not Fg.

® Although the classification process itself guaran-
tees the disjointness of Fg(vy, ca1, fo1), - ., Eglvys,
cEk, frk), the subordinate-superordinate constraint of
cr and fy in the step 2 also guarantees the disjoint-
ness of the example sets which satisfy the restrictions
of the pairs {c¢g1, fs1),..., (cEr, for)

"Let ly, dy, and dr be the maximum number of
Japanese cases in a bilingual surface case structure,
the depths of the Japanese and English thesaurt, re-
spectively. Then, given a bilingual surface case struc-
ture e, the number of Japanese case-class frames f;
which is superordinate to e (i.e., e <y fs) is less than
2t ><df,", and the number of possible pairs of cp and

. . ! Ly
f7 is less than ols xd; xdg, which is constant.
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Table 1: Sense Classification of kau

English Predicate Class (cr)/
iland- | Cluster Japanese wo(ACC) Case Noun Class (cy) Number | Association
Classif. No. {(Level in the Thesaurus and Example Word) of Egs. Score
1 buy(Leaf)/131(Level3, hon(book)) 8 0.048
2 buy(Leaf)/13220(Level5, e(picture)) 3 0.018
3 Purchase(Leaf—1, buy,pay) /14(Level2, Products) 46 0.149
1 4 treat oneself to(Leaf)/14650-6-80(Leaf, gaisha(foreign car)) 1 0.070
5 treat oneself to(Leaf)/14280-3-10(Leaf, yubiwa(ring)) 1 0.070
6 purchase(Leaf)/11720-3-10(Leaf,disho(land]) 1 0.083
7 bring(Leaf) /14010-4-40(Leaf, miyage(souvvenair)) 1 0.062
8 get(Leal) /14570-1-10(Leaf, omocha(toy])) 1 0.070
9 incur(Leaf)/130(Level3, uramifenmity)) 5 0.185
2 10 Motive(Leal—1, rouse)/13020-5-50(Leaf, hankan{anitpathy)) 3 0.169
11 disgust(Leaf)/13010-1-50(Leaf, hinshuku(displeasure)) 1 0.083
12 appreciate(Leaf)/13040-6-30(Leaf, doryoku(effort)) 1 0.083
3 13 get an opinton of( Leaf)/12040-1-50{Leaf, otoko(person)) 1 0.083
14 use(Leaf)/13421-6-50(Leaf, shuwan(ability)) 1 0.083
[ 4 | 1 Il win(Leaf)/13010-6-200(Leaf, kanshin(favor)) [ 1 0.083 |
[ Total I 1 — ]
Table 2: Examples of Intransitive/Transitive Distinction
Japanese English Predicate Class (cg)/Japanese Case-Class Frame (fs) Number | Association
Verb (Level in the Thesaurus and Example Word) of Egs. Score
ezpensive(Leaf)/ ga(NOM):ne(price )(Leaf) 3 0.299
Special Sensation(Leaf—3, freeze)/ 3 0.237
haru ga(NOM):15130-11-10(Leaf, koorifice))
Acts(Leal—2, perstist,stick to)/ 7 0.459
wo(ACC):13040(Levels, goujou(obstinacy))
Decrease(Leaf—1, subside)/ga{NOM):151(Level3, kouzui(floods)) 2 0.109
hiku Results of Reasoning(Leaf—2, catch,have)/ 26 0.421
wo(ACC):15860-11(Level6, kaze(cold))
hiraku Intellect(Levell, open)/ga(NOM):14(Products)(Level2, to(door)) 12 0.339
‘hold(Leaf) /wo(ACC):13510-1(Level6, kaigou(meeting)) 3 0.114
kanau Completion(Leaf—1, realize)/ga(NOM):1304(Leveld, negaifdesire)) 8 0.460
Quantity(Leaf—3, equal) /ni(DAT):12000-3-10(Leaf, kare(he)) 8 0.504

iment. As a Japanese-English parallel corpus, we
usc¢ a corpus of about 40,000 translation exam-
ples extracted from a machine readable Japanese-
English dictionary (Shimizu and Narita, 1979).

6.1

First, we show the result of classifying 75 examples
(represented as bilingual surface case structures)
of the Japanese polysemous verb kau.

As the result of searching for pairs of an English
class and a Japanese case-class frame with a large
assoclation score, the wo case (the accusative case)
is preferred as the most effective case for sense
classification. 15 pairs of an English class and a
Japanese case-class frame are found and the set
of the 75 exainples are divided into 15 disjoint
clusters (Table 1). Each cluster is represented as
a pair of the class ¢ of the English predicates and
the class ¢y of the Japanese case element nouns of
wo case, along with the level of the class in the
thesaurus and the example word. English classes
are taken from Roget’s Thesaurus and Japanese
classes from BGH?®. In both thesauri, leaf classes

Example of kou

8The classes of BGH are represented as numer-
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correspond to one word.

For the evaluation of the results, we hand-
classified the 15 clusters into four groups, each
of which corresponds to only one sense of kau®.
Most hand-classified clusters for keu consist of
more than one clusters found by maximizing the
association score. However, these clusters are cor-
rect in that none of them contains examples of
more than one hand-classified senses of kau.

6.2 Examples of Intransitive/Transitive
Distinction

For four Japanese verbs harw, hiku, hiraku, and
kanau, Table 2 shows examples of classifying in-
transitive/transitive senses by the proposed sense

ical codes, in which each digit denotes the choice
of the branch in the thesaurus. The classes start-
ing with ‘11, ‘12°, ‘13’, “14’, and ‘15" are subordi-
nate to abstract-relations, agents-of-human-activities,
human-activities, products and natural-objects-and-
natural-phenomena, respectively.

®The criterion of this hand-classification is taken
from the existing Japanese dictionaries for human use
and the hand-compiled Japanese case frame dictionary

IPAL (IPA, 1987).



=

o . Table 3: Evaluation of Sense Classification N o
Japanese Japanese Case- "Total One Sense Cluster Hand- Total Cl1. /
Verb | Class Frame f, [ CL T Eg. || CL “Fg. ]| Classif. | Hand-Classif.
T agaru(rise) ga{NOM) 41 [ 74 39 69 (93.2%) 17 2.41
27 agerufraise) | wo(ACC) 54 | 107 || 527 93(86.9%) || (8 | 3.00
3 akufopen, iv) ga(NOM) 12 | 29 12 29 (100%) 8 L.50
"4 || haru(spread, iv/tv) | go{NOM)/wo(ACC) || 19 | 36 17 1 30(83.3%) || 11~ L7
5 || hakufsubside,pull) | ga(NOM)/wo(ACC) || 40 | 105 || 40 ]0'3 (100%) 23 1A
| 6 || hiraku(open, iv/tv) | ga(NOM)/wo(ACC) |I 15 | 54 3] 50(92.6%) 10 150
T [ Tkakeru(hang) | wo(ACC) 45 [ 103 | 12 86 (835%) || 25 | 180
"8 |7 kanaufrealize,] | ge(NOM) 14 | 31 14 31 (100%) || 3 46T
conform to) /i DA'T)
9 Auu(bw‘)M)[ﬁwi wo(ACC) 757 (100%) | [iT’ ENC

A:mrige_ﬁ_;‘ﬂﬁj——l—TJ—

(933%) T

classification method.  Clusters of intransitive
senses are discovered with the Japanese case-class
frames which contain the ga case (the nominative
case), while those of transitive senses are discov-
cred with the Japanese case-class frames which
contain the wo case (the accusative case) and ni
case (the dative case).

6.3 Evaluation

IFor 9 verbs, we made an experiment on sense
classification of verbal polysemy. We compared
the result with the hand-classification and checked
whether cach cluster contained examples of only
one hand-classified sense (Table 3). In the ta-
ble, ‘C1. and ‘Eg.’ indicate the numbers of clus-
ters and examples, respectively. The column ‘One
Sense Cluster’ means that each cluster contains
examples of only one hand-classified sense, and
the sub-columns ‘CL” and ‘Fg.’ list the number of
such clusters and the sumn of examples contained
in such clusiers, respectively. We evaluated the
accuracy of the method as the rate of the num-
ber of cxamples contained in one sense clusters
as in the ‘Bg. sub-column. This achieved 100%
accuracy for four verbs out of the 9 verbs, and
93.3% in average. The column “Total Cl./Hand-
Classif.” indicates the ratio of the total number of
clusters to the number of hand-classified senses,
corresponding to the average number of clusters
into which one hand-classified sense is divided. Its
average, median, and standard deviation are 2.46,
.80, and 1.06, respectively.

The result of the experiment indicated that the
proposed sense classification method has achieved
almost pure classification, while the result seems a
little finer than hand-classification. This is mainly
caused by the fact that clusters which correspond
to the same hand-classified sense are separately
located in the human-made thesaurus, and it is
not easy to f{ind exactly one representative class
in the thesaurus (Utsuro, 1995). It is necessary
to further merge the clusters so that exactly one
cluster corresponds to one hand-classified sense.
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7 Conclusion

This paper proposed a bilingual class-based
method for sense classification of verbal polysemy,
which is based on the maximization of the bilin-
gual class/frame association score. It achieved
fairly high accuracy, although 1t is necessary to
further merge the clusters so that exactly one clus-
ter corresponds to one hand-classified sense. We
are planning to make experiments on sense classi-
fication without bilingual information to evaluate
the effectiveness of such bilingual information.
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