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Abstract

This paper describes Mulli-Modal-
Method, a design miethod for building
grammar-based multi modal systems.
Multi-Modal-Method defines the proce-
dure which interface designers may fol-
low i developing multi-modal systens,
and provides MM-DCG, a grammati-
cal framework for multi-modal input in-
terpretation.  Multi-Modal-Method has
been inductively defined through several
experimental multi-modal interface sys-
tem developments. A case study of a
muafti-modal drawing tool development
along with Multi-Modal-Method is re-
ported.

1 Introduction

‘This paper describes Multi-Modal-Method, a
method for building grammar-based multi-modal
systems.

The motivation behind this research is that
defining such a method is necessary for build-
tng next generation interfaces. We believe multi-
wodal imterface is one of the advanced inter-
face beyond present graphic user interfaces (GUI)
such as Windows and Macintosh. Although there
has been significant research on multi modal sys-
ters (Allgayer 1989; Cohen 1089; Coheu 1991;
Hayes 1987; Kobsa 1986; Wahlster 1989), these
systems have been built as task-specific expert
systems, focused on the application of the ideas.
Although a numiber of ethodologies have heen
formulated to build present Gllis by software sci-
entists and consulting firms, they are not applica-
ble to multi-modal system development, hecause
the underlying principles are different between
present GUL and multi-modal systems. 'Thus,
we had to develop our own design methodol-
ogy, optimiized for multi-modal systemms. We used
the first grammatical framework for multi-iodal
systems, Multi-Modal Definite Clause Grammar
(MM-DCG) (Shimazu 1994). Then, the Multi-

Modal-Method was inductively defined based on
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several cases of grammar-based multi-modal sys-
tem developtuent.

2  Multi-modal Processing vs
Event-driven Programming

Multi-modal interface is one of the advanced inter-
face beyond present GiUIs. Present GUls are in
tegration of object orienled compuling and event-
driven programming.

One of the most important innovalions in
computer programming during the past decade
has been the development of “Object-oriented”
compuling.  Viewing software components as
if they are physical objects, characterizable via
class/subclass relations hased on shmple features
and/or how functions ol the ohjects differ, is a
powerful metaphor. The programnner can now
imagine complex systems as built up of these sim-
pler ohjects, much as a child builds a large struc
ture out of simple building blocks or an architect
arranges a functional, yet aesthetically appealing
cdifice from components such as wooden beains
and metal girders.  ‘Thinking of the computer
screen, the windows on that screen, and even the
bits in those windows as sitple objects composed
togetlier into a powerful editor has heen an ex-
tremely compelling vision [or interface designers.
In fact, object-oriented programming has becotne
a cornerstoune of interface design, aud the domi-
tanb metaphor in interface programming systemns.

[lowever, soine recent systems have gone he
vond objects for dealing with interface develop-
ment. This is because, especially in window-based
systems, some types ol interface components do
not fit well when viewed as “objecls.” Thinking
of the mouse as a physical entity for the progran-
mer 1o use makes perfect sense, but viewing a
“mouse click” as an object seems less compelling.
Sitnilarly, other actions, such as sketching with
a light pen, scanuing a document, or speaking
sentenice cannot be though of as physical entities,
but rather must be viewed as “events” which occur
on an object. Thus, for example, tools on Win-
dows like Visual Basic have been leaning toward
a programming methodology that allows nol only



objects, but also event-based programming.

Tt is our contention that while event-based pro-
gramming is a step in the right direction, it does
not go far enough. In particular, we claim that it
is the order of eventls in a sequence that is critical.
This is especially true in a multi-modal interface
where events may be coming from a set of different
computational devices, each running separately.
In suclt an interface, a mouse click, a spoken utter-
ance, a drawing with a light pen, and some typed
comiands may have to be integrated into a single
mput. The ordering of the input events is clearly
a critical Tactor in understanding the meaning of
sucl inputs, and “parsing”™ such a string requires a
more principled approach than simply expecting
an application to haundle the plethora of diverse
mmputs in all their forms.

The major purpose of this paper is to define
a framework and design methodology for a cour-
puting model whicl can interpret a set of events,
particularly 1n the area of multi-modal interface
design. In the next section we describe this idea
more fully and develop a simple example.
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Pigure 1: Nigay and Coutaz’s mwlti-modal system
categorization

3 Understanding Event Streams

Nigay and Coutaz (1993) divided multi-modal sys-
tems into four categories. They are defined by two
independent features; fusion and use of modalily.
“Trusion” covers the possible combination of difTer-
ent types of data. the absence of fusion is called
“independent” whereas the presence is referred to
as “cotbined”. “Use of modalities” expresses the
temporal availability of multiple modalities. ‘This
dimension covers the absence or presence of paral-
lelism at the user interface. “Parallel use™ allows
the user to employ multiple modalities simulta-
neously. “Sequential” forces the user to use the
modalities one after another. In this paper. we
deal with the “synergistic” category, the most dif-
ficult. among the four categories.

A simple example shows how diflicult it is to
understand synergistic user expressions. Consider
the example of a child who is using a multime-
dia encyclopedia systeni which provides a mix of
speech recognition (and language processing) and
a mouse. The child states “Can this, do this,”
pointing at a picture on the screen and clicking the
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mouse during the first “this” and then choosing an
item from a menu during the second. The system
imust realize that the first point is, say, a picturc
of a particular animal and the second is the menu
item “fly.” Somewhere, the systemn must create an
internal representation of this query that conforms
to some data (or knowledge) base query language.
In the object-oriented metaphor, some sort of cen-
tral application object is in charge, and must send
messages to the screen, the mouse, and the voice
system asking for input upon activation. This sys-
tem then synthesizes that information and pro-
duces a query such as “[QUIERY: Func-of <Object
Dinosaur-bitmap-7><menu-item LY >]" which
it is programmed to answer.

Note, however, that as the central system ob-
Jeet s in charge, it must send messages (or oth-
erwise contact) the various modalities of interac-
tion to be aware of the possibility of input. This
can be arbitrarily hard, especially as we consider
that the number of modalities will keep grow-
ing as user interface technology design coutin-
ues. Iven for this simple exauiple the same query
can be asked many ways: the child could speak
“can a pteranodon fly?”; could choose from the
menu “query-function,” point at the dinosaur, and
then mouse “fly”; could type to a comumand line
“query-function PTD Fly”; or any other combi-
nation of these capabilities. ‘Ihe ceniral object
coordinating all these modalities must send ap-
propriate messages at appropriate times to eacl of
the drivers of the various devices, and then must
syuthesize the answers that are received.

Unfortunately, the situation 1s made even more
complex by the fact that the systemn cannot ex-
tract all inputs and combine them in some simiple
manner. The sequence in which the inputs are re-
ceived can be critical - that is, the “event stream”
must be analyzed as an ordered set of events which
determine the interaction. If the child says “Is
this {poiuts at elephant) bigger than this (points
al pteranodon)?”  then the system must recog-
nize in which order the points and the anaphoric
references occur. Sihmply recognizing the query
concerning the elephant and pteranodon is not
enough; we must understand (and process) them
in the correct order.

The computational metaphor we prefer is not
thal of objects, but rather that of processing the
stream of events in a grammatical manner. T'hus,
instead of having a central object initiating somie
sort of message passing, we view each of the indi-
vidual interaction techniques as producing reports
concerning the events which occur and the timing
of these events (e.g., the mouse in the above sce-
nario will siinply report “<Mouse-Click :Xpos 300
“Ypos 455 wstart 2700 end 2735>.7)

Using the example, “can this do this", we de-
scribe how sophisticate synergistic inputs should
be processed more precisely. Figure 2 shows four
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Pigure 2: Fourinput timings for “can this do this”

timing cases of a user’s input of the example. lSach
case should be processed in a different manner:

Case 1: 'There are two mouse inputs, and cach
ol thent matches corresponding speech input.
Therelore, matching both inputs is easy.

Case 20 'There is one mouse input which points
al a specific animated object, “pteranodon™. The
input matches the fivst “this”. ‘e second “this”,
therefore, 1s interpreted as the last referred action.

Case 3: 'There 1s one mouse input which points
al a spectfic action, “fly”. The input matches the
scecond “this™. The lirst “this”, therelore, is inler-
preted as the last referred animated object.

Case 4: ‘There are two mouse inputs, one of
whicliis input long after the first inouse input (for
example, T minute afier). In this case, the second
mouse input is ignored because of timeout by the
system. Only the [irst mouse input is interpreted.
Therelore, case 1 is processed the same as case 2.

4  Multi-Modal-Method Design
Process

The design process of the Mulli-Modal-Method
has seven steps.

Step 1: Task sclection

A number of multi-inodal interfaces have heen
developed. There are certaiuly several application
fields in which mualti-lodal systems are applica-
ble. They include: design and editing, presenta-
tion, information retrieval, and education.

Step 2: Mode and media selection

The number and type of modes and media
shiould be. determined. Generally, mode and me-
dia do not have a one-to-one correspondence. l'or
examnple, although speech input and keyhoard -
put use different media, they are treated as the
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same mode because they are used and interpreted
identically.

Step 3: Corpus collection

The corpus of multi-modal expressions to the
application is collected. This process is the same
as that for natural language processing.

Step 4: Corpus analysis

The collected corpus is analyzed. INach expres
sion in the corpus should be analyzed based on
the following criteria.

Economy: Does the expression save a user’s
lahor?  Each expression is examined as to
whether it can save a user’s labor when trans-
ferring his/her intention to the application
system. lor example, in a picture drawing
tool, il a user is allowed to point al a spe-
cific object while saying “delete”, he/she can
save labor, hecause he/she does not have to
change the mouse position from the canvas Lo
a menu ttem al the menu bar area, and again
from the menu bar area to the canvas.

Plausibility: Fach expression is examined as
to whether it is likely to be used in a real
application.  As described below, writing
grammars for multi-inodal interfaces requires
much more elfort thau for single wodal
terfaces.  Ouly frequently used expressions
should be selected carcfully.  The speech
mode is belter for selecting an item among
a targe nutnber of candidates, such as choos
ing a city name among all cities in the USA.
On the other hand, a menu interface s het-
ter for selecling one awmong a small nuwinber
of candidates.

T'he set of the selected expressions becomes the
sced for the specification of the designed multi-
modal systen.

Step 5: Specification Design

The dilliculty level of the interface design should
be determined based on the analysis of selected
corpus expressions. ‘There are five difficulty levels
of multi-modal inpul expressions (‘l'able 1):

Level 1: Single mode input:  Eveu in a multi-
modal system, users often want to express their
intentions with single modal expressions. [For ex-
ample, pointing at an existing object, then select

ing “delete” from the menu.

Level 20 All mode inputs express identical
contents:  ach mode input expresses an iden-
tical content. Ior example, pointing at an exist-
ing object, then selecting “delete” from the menu,
while saying “delete the rectangle”.

Level 3: A combination of incomplete mode
inputs complement cach other: ach mode
mput does not expresses the conteuts by itself.



Irach mode input comiplements other mode inputs;
thus they express a single content. ITor exam-
ple, pointing at an existing object, while saying
“delete”.

Level 4: Each mode input is contradictory:
The contents generated from independent mode
inputs are contradictory one another. For exam-
ple, saying “delete the circle”, while pointing at
a rectangle object which hides the specified cir-
cle object on the screen. Contradiclions are often
solved by context analysis.

Level 5: A combination of mode inputs still
lacks something: T'he contents generated from
the combination of the interpretations generated
from individual mode inputs are insuflicient. Tor
example, saying “move it here™, while pointing at
a specific point. T'he point should be unified with
“here”, and an object specified by “it” should be
interpreted as the last referred object. This type
of interpretation requires of context analysis.

It becomes more dificult to interpret expres-
sions as the level increases. Lispecially, since
level’s 1 and b require tight integration with con-
text analysis, interface designers should consider
whether the apphcation users really need these
levels or not.

Step 6: Architecturce Design

Any multi-imodal system can have a multi agent
architecture because each mode processing is eas-
ily mapped to an independent agent. T'here are
two extreme types of architecture which manage
the agents. One is blackboard architecture where
agentls exchange information using a shared mem-
ory called a blackboard. 'T'he architecture fits
multi-modal systems whose multi-modal expres-
sions are sophisticated and integrated with con-
text analyses. The other is subsumption architec-
ture where each agent acts rather independently.
Information exchange paths between agents are
limited. The archilecture fits multi-imodal sys-
tems whose multi-modal expressions are simple
and stereotyped. Many actual multi-modal sys-
tem architectures are combinations of these ex-
treme architectures.

Step 7: Grammar rule writing

sach selected multi-modal expression is defined
by the corresponding grammar rule to interpret it.
The grammatical lramework for the multi-modal
expression should have the following functionali-
ties:

(1) Modes should be interpreted equally
and independently. If each mode is treated
i the same manner as that of a natural lan-
guage mode, syntax and semantics of inpuls of
each mode are defined with grammar formulation.
T'hus, complex multi-modal expressions can be de-
fined declaratively and more easily.
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(2) Modec interpretations should be referred
to one another. Inputs of each mode should
be interpreted independently. However, the inter-
pretation of such inputs should be referred to by
other mode interpretations. There are ambiguities
which are solved only by integrating partial inter-
pretations of related modes. For example, if a user
states “this rectangle”, pointing at a different type
of object overlapping the rectangle object, the am-
biguity of the object pointing must be solved by
comparing the two mode interpretations.

(3) Mode interpretation should handle tem-
poral information. Temporal information of
inputs, such as input arvival time and the interval
between two inputs, is important in interpreting
multi-modal inputs.

Multi-Modal DCG (MM-DCG) supports these
functionalities. MM-DCG is a superset of DCG
(Pereira 1980); everything possible in DCG is also
possible in MM-DCG. MM-DCG has two major
extensions:

1. MM-DCG can receive arbitrary numbers of
input streams, while DCG can receive only
one. A single grammar rule in MM-DCG
can allow the coexistence of granmmatical cat.
egories, thus allowing for their integration.

2. In MM-DCG, each individual piece of input
data is required to attach the beginning time
and the end time as its time stamp. Using
the time stamp, MM-DCG automatically cal-
culates the beginning tirne and the end time
of any level of instantiated grammadtical cat-
egories generated during parsing. The trans-
lator of MM-DCG to Prolog predicates gen-
erates code which perform this task. !

Figure 3 illustrates an application written in M M-

DCG.
Time Time
stamp stamp

word word

Time | [Time
stamp stamp

word  word

stamp stamp
[ Prolog Interpreter J

click click \_ Y,

Multi-modal Interpreter

MM-DCG Rules
fus)

Figure 3: Multi-modal application written in MM-
DCG

These processes [orm one cycle in the system
evolution. Because of the increase in multi-modal
expressions, the quality of the system improves as

"The details of MM-DCG are described in (Shi-
mazu 1994)



pointing at an object, selecting “delete” from the menu
poluting at an object, selecting “delete” from the

menu, while saying “delete the rectangle”

Level T Characteristic Exanple
1 single mode
2 redundant
. incomplete

4 contradictory

pointing at an existing objecl, while saying “delete”
saying “delete the circle”, while pointing

at a rectangle which covers the specified crrcle

5 Tacking

R . 5 : I :
gaying “move it liere”, while pointing at a point.

Table 1: Five levels of multi-modal inputs

the cycle ilerates. When the system reaches the
mature stage, the system is released to end users.

5 Case Study

This section describes the design process of a
multi-modal drawing tool along with the multi-
modal-method. 'I'lie following is the trace of the
desigi process.

Step 1: Task sclection  Since there has been
significant rescarch on developing multi-modal
drawing tool (Hliyoshi 1994; Nigay 1993; Vo 1993,
Bellik 1993), the application field is promising.

Step 2: Mode and media scloction  [n this
experiment, we focused on only input modes. In-
put modes include speech, keyboard and mouse
imputs. ‘'iese input modes are synergistic. Out-
put modes include pictures and text, but outputs
are 110t synergistic.

Step 3: collection  We collected
about two hundred multi-imodal expressions front
polential users as instructions for the multi-modal
drawing tool. The users had experience with using
existing drawing tools.

Corpus

Step 4: Corpus analysis  The following are
some of the results of the analysis of the collected
COrpus.
e Users want to use various mixed modes ac-
cording to the situations they are dealing
with.

e Users wanl to use abridged expressions,
whiclt causes integration of multi-modal in-
terpretation and context analysis.

o Users want to handle existing objects as a set.
For example, “Change the color of el cireles.

e Users want to handle existing objects which
are not shown on the display. For exaniple,
asking “hiow many rectangles are hidden out
of the canvas?”.

e Users wanl (o use the mouse ambiguously.
For exaniple, saying “Delete this circle”,

while pointing al a point away from bul near

the circle. Such ambiguous pointing can be
correctly interpreted only when multi-modal
expression is allowed.
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Step 5: Specification Design ‘The analysis
taught us that multi-modal drawing tools should
support level’s 4 and 5 (the most dificult levels)
to meet ordinary users’ requirements. ‘I'he speci-
lications were determined based on these require-
ments.

Step 6: Architecture Design  Since the re-
quired specification s the most diflicult synergy
level, the architecture is blackboard architecture
where cach agent can exchange information in
Varying ways.

Step 7: Grammar rvule writing  After the
analysis, aboul forty expressions were selected,
and variations of each selected expression were
also penerated and added. Grammar rules were
defined corresponding to each multi-miodal expres-
sion. Figure 4 shows a part of the grammar rules
written in MM-DCG. The rules define how to in-
terpret. an inperative sentence like “Delete this
circle” with varieties of expressions. It allows the
spoken ulterance mode(speech stream), the type-
in mode (keyboard strean), and the mouse point-
ing mode (mouse stream). Rules in the level | sec
tion define single modal expressions. In the level
2 section, whether different mode inputs express
identical contents is examined. The combination
of the verb_by_multimodal/1 clause and the second
object/1 clause is an example of the level 3 expres-
sions. In the level 1 section, select_right_meaning/3
enclosed inside curly brackels { and } is a Prolog
predicate which determines the correct meaning
using context analysis when different mode inputs
generate contradictory meanings. Such a predi-
cate is defined in a task-specific tanner. In the
level 5 section, find_appropriate-termt/2 enclosed
inside curly brackets { and } is a Prolog predi-
cate which fiuds an appropriate term using con-
text analysis when the combination of generated
meaning of all modes still Tacks information. Such
a predicate is also defined in a task-specific man-
ner. A trivial heuristic rule example is “to use the
most recently appeared ternn”,

Grammar writers should understand that the
number of grammar rules for multi-todal inter-
faces becomes much larger than for any single
modal interfaces. If there are three modes; My,
My, and M3, and the numbers of granunar rules



% stream definition
active.stream{speech, mouse, keyhoard)

% Tevel 1

imnperative{ meaning( Action, Object)) —— > verb{Action), ohject(Object ).

verb(Action) —— > verb.by_menu(Action).
verb( Action) —— > verb.by_multimodal{ Action).
verb_byanenu{Action) —~ > menu(Menu_item, Action).

verb_by_multimodal{delete) —— > (speech or keyboard):[delete].

menu(menu_item.3, delete),
object(Oh)) —— > noun_phrase(Obj).
chject(OL)) ——= > pointing(Obj)).

noun_phrase(0Obj) —— > article, noun(Noun), {attribute(type, Noun, Obj)}.

article —— > (speech or keyboard): [this].
noun{circle) —— > (speech or keyboard):[circle].

pointing(0Obj) —~ > mouse:{button(left, loc(X, Y))],{attribute(location, (X, ¥Y), Obj)}.

Y% Tevel 2

verb{Action1) —— > verb.by_menu(Action1), verb.by_nultimodal{ Action?2), {Actionl == Action2}.
object(Objl) —— > noun.phrase(Objl), pointing(0Obj2), {Obj1l == Obj2}.

% Level 3
% Level 4

verb(Action) —— > verbby.menu{Actionl), verb_by.multimodal( Action2),{selectright_meaning{ Actionl, Action2, Action)}.
ohject{Obj) —— > noun_phrase(0Objl), pointing(Qhj2), {select rightumeaning(Obj1, Obj2, Obj)}.

% level B

imperative(meaning{ Action, Object)) —— > verb{Action), {find_appropriate_term{object, Object)}.
imperative(meaning( Action, Object)) —— > object(Object),{find.appropriate_term(action, Action)}.

Figure 4: Grammar Description of “Delete this circle” Using MM-DCG

3. Then, the
total number of the multi-modal grammar rules is
the sum of the granmmar rules of any combination
of these three modes. Thus, the total number,
Ghotal 18t

for each mode are; (71, (G4, and Gj.

Grotal = Z Gy (1)

MMy MyDS

T'he above steps took about two man month for
the first cycle. The most time consuming steps
were step 4 and step 7.

6 Conclusion

This paper described the multi-modal-method, a
design method for building grammar-bhased multi-
modal systems, The multi-modal-method de-
fines the procedures which interface designers may
follow in developing grammar-based multi-modal
systems, and provides MM-DCG, a grammatical
[ramework for multi-modal input interpretation.
The multi-inodal-method has been inductively de-
fined through several experimental multi-modal
interface system developments. A development
process of a multi-modal drawing tool along with
the multi-modal-ethod was also introduced.
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