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Abstract

Recently there have been a number of
works that model the zero pronoun res-
olution with the concept called ‘center.’
However, the usefulness of the previous
centering frameworks has not fully evalu-
ated with naturally occurring discourses.
Furtliermore, the previous centering the-
ory has handled only the phenomena in
successive simple sentences and has not
adequately addressed the way to han-
dle complex sentences that are preva-
lent in naturally occurring discourses. In
this paper, we present a method to han-
dle complex sentences with the centering
theory and describe our framework that
identifies the antecedents of zero pro-
nouns in naturally occurring Japancse
discourses.  We also present the cval-
uation of our framework with recal dis-
COUTSCS.

1 Introduction

In many natural languages, clements that can be
easily deduced by the reader are frequently omit-
ted from the expressions in discourses. Particu-
larly in Japancse discourses, this omission occurs
more frequently and a zero pronoun is often used
{o avold repeating a noun phrase that appeared
in the previous sentences. A zero pronoun can be
considered as a noun phrase which is of an oblig-
atory case and which is not expressed but can
be understood through the context(Yoshimoto,
1986). Thercfore, to understand a Japanese dis-
course, it is important to identify the antecedents
of zero pronouns.

Recently there have been a number of works
that model the (zcro) pronoun resolution with the
concept called ‘center’(Grosz et al., 1995; Bren-
nan et al., 1987, Walker et al., 1994; Kameyama,
1986). The centering theory tries to identify the
antecedent of a (zero) pronoun by the idea that
the entity that a sentence most cemtrally con-
cerns{center) tends to be expressed by a (zero)
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pronoun. The centering theory has the follow-
ing advantages. DBecause it uses only the sur-
face information in sentences and does not need
a huge amount of cominon sense knowledge to re-
solve (zero) pronouns, it is casy to implement it
on computer systems. Secondly, it can be applicd
to many languages(Grosz ot al., 1995, Walker ot
al., 1994).

In spite of these advantages, unfortunately, the
uscfulness of the previous centering frameworks
has not fully tested because only a small nun-
ber of constructed discourses have been used for
evaluation. We think they should be tested with
a corpus of naturally occurring discourses. How-
ever, such a test is now difficult because the pre-
vious centering theory has only handled the phe-
nomena in successive simple sentences and has not
adequately addressed the way to handle complex
senbences that are prevalent in naturally occurring
discourses.

In this paper, we present a method to han-
dle complex sentences with the centering theory
and describe our framework that identifics the an-
tecedents of zero pronouns in naturally occurring
Japanese discourses. We also present the evalua-
tion of our framework with real discourses.

In scction two we outline two  versions of
the centering theory that have been applied to
Japancse zero pronoun resolution. In section three
we explain how zero pronouns in complex sen-
tences can be handled based on the centering the-
ory. In section four we describe a set of the exper-
iments that our zero pronoun resolution method
in section three is applied to real Japanese dis-
COUrses.

2 'Two Versions of the Centering
Theory

In the centering theory, cach sentence has two
structures associated with it: a set of discourse
entitics called forward-looking centers, Cys, that
appear in the sentence, and a special member of
C'ys called the backward-looking center, Cy. The
( is the discourse entity that the sentence most
centrally concerns. A Cy may become a € later



in the discourse. The set of Cys is ordered by
their grammatical properties which are considered
to reflect their degrees of salience. The centering
theory specifies the following (heuristic) rule:

If the Cp of the current sentence is the
same as the Cy of the previous sentence,
a (zero) pronoun should be used.

There are two versions of the centering theory
that have been applied to Japanese zero pronoun
resolution: Kameyama’s(Kameyama, 1986) and
Walker's(Walker et al., 1994). Roughly both ver-
sions use the following same forward center rank-
ing for Japanese:

Topic > Empathy > Subject > Object2

> Object > Others,

where Empathy is a grammatical property that in-
dicates the speaker’s position in describing a situ-
ation. In addition to the above rule, Kameyama'’s
version uses the property sharing constraint that
two zero pronouns in adjacent sentences, which
co-specify the same Y, should share one of the
grammatical properties. This constraint is used
for ranking discourse entitics in the order of pref-
crence as the antecedent of a zero pronoun.
Walker’s version, on the other hand, uses the
following additional rules and constraint:

e Constraint
For each sentence Uj;:

The center, Cy(U;), is the highest-
ranked element of C¢(U;—1) that ap-
pears in U;.

e Rules
For cach sentence Uj:

1. If a certain element of Cy(U;—1) appears
as a (zero) pronoun in U;, then so is
Co(Us).

9. Transition states are ordered, where the
transition state is determined based on
two factors: whether C) of the current
sentence is the same as of the previous
sentence, and whether C) is the same
as the highest-ranked member of Cy of
the current sentence. This transition or-
dering is used for ranking discourse en-
tities in the order of preference as the
antecedent of a zero pronoun.

Basically, when the centering algorithm is used
for the (zero) pronoun resolution, the algorithm
first generates all possible antecedents for (zcro)
pronouns in a sentence by enumerating all possible
Cy and Cy pairs for the sentence, and then filters
and ranks these possible antecedents with the con-
straint and rules that are mentioned above. The
Cy of the sentence is computed as the side effect
of performing the (zero) pronoun resolution.
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3 Processing Complex Sentences
with the Centering Theory

In the centering theory that we outlined in the last
section, ‘sentence’, that is its basic unit of pro-
cessing, means the simple sentence that contains
only one predicate(verb). The centering theory,
therefore, has not adequately addressed the way
to handle complex sentences that contain multiple
verbs. However, it is necessary to handle complex
sentences that are prevalent in naturally occurring
discourses with the centering algorithms.

We can think of (at least) two ways to handle
complex sentences. For instance, consider process-
ing a complex sentence of the form ‘SX Conj SY,’
where SX and SY each consists of a simple scn-
tence and Conj is a conjunctive element(Suri and
McCoy, 1994)!. One can imagine processing SX
first and then SY as if they are a lincar sequence of
simple sentences and applying the centering the-
ory to each sentence successively and updating the
data structures for centering.

On the other hand, the whole sentence can be
treated as a single unit. This approach, how-
ever, has two problems. First, the intrasenten-
tial ellipsis that the antecedent exists in the same
sentence? cannot be handled with the centering
theory, because the centering theory only han-
dles the intersentential ellipsis. Therefore, the in-
trasentential ellipsis must be dealt with separately
from the intersentential ellipsis. Secondly, in the
centering theory, it is unclear whether two zero
pronouns with the same grammatical property in
the different simple sentences (of a complex sen-
tence) can be simultaneously handled without any
extension to the original theory.

Comparing these two approaches, we adopt the
former. And if a sentence containg multiple verbs,
we partition it into multiple simple sentences and
apply the centering theory to a sequence of par-
titioned simple sentences individually for the zero
pronoun resolution. Using this approach, we need
not modify the original centering algorithm dras-
tically to handle complex sentences. Even the in-
trasentential ellipsis can be handled with the cen-
tering theory, because different simple sentences
contain the antecedent and the zero pronoun re-
spectively, after partitioning.

3.1 The range of search for the
antecedent

Since the centering theory uses only the infor-
mation in the previous and current sentences,
this might be problematic when we adopt the
‘partition’ approach. For example, if the previ-
ous sentence consists of three simple sentences,

n case
postposition.

20f course, the antecedent does not exist in the
same simple sentence.

of Japanese, it is a conjunctive



the first simple sentence in the previous sen-
tence becomes the third from the current sen-
tence, after partitioning. artitioning might cause
that the information in the previous and current
(post-partitioned simple) sentences does not in-
clude even the information in the current (pre-
partitioned) sentence. We think it is inadequate,
since the antecedents of zero pronouns often ap-
pear in the previous (pre-partitioned) sentence.
Therefore, it is necessary to extend the range of
search for the antecedent to more previous (post-
partitioned simple) sentences.

To determine to what extent we should extend
the range of scarch for the antecedent, we make
the following investigations and experiment:

e How many simple sentences does a naturally
occurring sentence consist of?

e How many sentences from the current sen-
tence do we find the antecedent of a zero pro-
noun in real discourses?

¢ How does the accuracy of the zero pronoun
resolution change if we vary the range of sim-
ple sentences where the antecedent of a zero
pronoun is searched?

The first investigation is performed manually,
and the result shows that 10,000 sentences of
the review articles from the newspaper consist of
24,332 simple sentences. Thercfore, a naturally
occurring Japanese sentence can be considered to
consist of 2.0 -- 2.5 simple sentences on average.
The second investigation is performed manually
on one of the test discourses that are mentioned in
the next scction, and the result shows that 95% of
the antecedents appear in the previous or current
(pre-partitioned) sentence. This result is consis-
tent with the larger-scale investigation that Fu-
jisawa et al.(Fujisawa et al., 1991) made for the
same purpose. Fujisawa’s investigation, on 1,087
sentences of the scientific journal and 1,426 sen-
tences of the review articles from the newspaper,
showed that 87.6% of the antecedents appeared
in the previous or current sentence and 95.1% ap-
peared in the previous two sentences or current
sentence. The third experiment is performed on
two of the test discourses in the next section, by
implementing two versions of the centering algo-
rithms that are mentioned in the last section and
varying the range of simple sentences where the
antecedent of a zero pronoun is searched from the
previous sentence to the previous ten sentences.
The experiment shows that the accuracy improves
until the previous 2 - 4 sentences arce searched, but
degrades after that.

Totally taking into account these results, we
determine that the antccedents are searched in
the previous four simple sentences. Since the an-
tecedent tends to appear in the closer sentence to
the zero pronoun, as I'ujisawa’s investigation indi-
cates, we determine the following forward center

ranking among the C's of the previous four simple
sentences:

vl 2 3 4
Cy > C5 > Cf > Cf,

where C7 represents the €y of the n-th simple
sentence from the current sentence.

3.2 Taking into account the information
of conjunctive postpositions

Even if the antecedents are searched in the pre-
vious four simple sentences, simple ‘partition’ ap-
proach might not yield good performance, because
the information of conjunctive postpositions that
arc between two adjacent simple sentences is not
taken into account. For example, consider the fol-
lowing sentences:

(a) Taro wa issyoukenmei benkyou
siteita.
(b) Jiro ga koe wo kake temo,

kizukanakatta.

These sentences are partitioned into the following
simple sentences:

(a) Taro wa tssyoukenmei benkyou siteita.
Topic
Taro was studying hard.
(b1)Yiro ga ( ¢ ni ) koe wo kake temo,
Subj Conyj
Although Jiro called out to him,
(b2Y ¢ ga ) ( ¢ ni ) kizukanakatta.

he did not notice him.

Here ¢ represents a zero pronoun. Applying the
centering algorithmn to these sentences, the process
becomes as follows:
(a) : C§ = [Taro],Cy = [?]?
(b1) : ¢ = Taro,Cy = [Jiro,Taro],Cy =
Taro
(02) + ¢ = Jiro,pa = Taro,Cy =
[Jiro,Taro],Cy = Taro
Therefore, the counter-intuitive interpretation
that ‘Jiro did not notice Taro’ is obtained.

Since two adjacent simple sentences in a com-
plex sentence arc combined together by the con-
junctive postposition that indicates the relation-
ship between them, using the information of the
conjunctive postposition might improve the per-
formance of the zero pronoun resolution.

To clarity how the zero pronoun resolution relies
on the information of conjunctive postpositions,
we perform the investigation whether the noun
phrases with the same grammatical property agree
in two adjacent simple sentences that have a con-
junctive postposition between them, by extracting
sentences with conjunctive postpositions from the
review articles in the newspaper and enumerating
the agreement and disagreement. The cnumera-
tion is performed in cases where both sentences
have zero pronouns and only either sentence has

#The first sentence in a discourse has no Cy.
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a zero pronoun. Twelve main conjunctive postpo-
sitions arc investigated. The result of the investi-
gation is quite similar to the Yoshimoto’s and Mi-
nami’s investigations(Yoshimoto, 1986; Minarmi,
1974) that classify the conjunctive postpositions
into three classes:

e Class A: ‘nagara’ (‘while’), ‘tar’’ (‘and’),
‘tutu’ (‘while’), ‘te’ (‘and’)?
If two sentences have a conjunctive postpo-
sition of class A between them, the subject
noun phrases tend to coincide, in both cases
where both sentences have zero pronouns and
only cither sentence has a zero pronoun.

o Class B: ‘temo’ (‘although’), ‘node’ (‘be-

cause’), ‘noni’ (‘although’), ‘keredo’ (‘al-
though’), ‘ba’ (4f"), ‘kara’ (‘because’), ‘to’
(‘when’)
If two sentences have a conjunctive postposi-
tion of class B between them, the antecedent
tends to be not the subject of the other sen-
tence, in case where only either sentence has
the zero pronoun of the subject position. In
case where both sentences have zero pro-
nouns, the agreement /disagreement depends
on the context and does not have any ten-
dency.

e Class C: ‘ga’ (‘but’)

The agreement/disagreement depends on the
context and does not have any tendency.

JFrom this result of the investigation, we deter-
mine to apply to the zero pronoun resolution the
following heuristics that are concerned with con-
junctive postpositions. Since conjunctive postpo-
sitions of class A have a strong preference that
two subjects in adjacent sentences tend to coin-
cide, instead of the centering algorithm, we use
this preference for the zero pronoun resolution in
the simple sentence after the conjunctive postpo-
sitions of class A, and try to find the antecedents
of zero pronouns in the same position of the adja-
cent sentence, if any. In this case also, the center
of the current sentence is computed similarly to
the ordinary algorithm, and the antecedent of the
rero pronoun becomes the € of the current sen-
tence.

In case of conjunctive postpositions of class B,
the antecedent tends to be not the subject, of the
other sentence if one of the sentences has the zero
pronoun of the subject position. We think this
tendency implies that noun phrases in the sen-
tence before the conjunctive postpositions of class
B tend to be not the antecedents of zero pro-
nouns in the next sentences. Therefore, we give
these noun phrases the least preference as the an-
tecedents, although the zero pronoun resolution is
performed by the original centering algorithm.

In parentheses, we show the direct translation of
conjunctive postpositions into English.
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Since conjunctive postpositions of class C have
no preference for the antecedents of zero pronouns,
the zero pronoun resolution is performed as usual.

Consider again the following sentences:

(a) Taro wa issyoukenmei benkyou siteita.
Topic
Taro was studying hard.
(b1Yiro ga ( ¢ ni ) koe wo kake temo,
Subj Conj
Although Jiro called out to him,
(b2Y ¢ ga ) ( ¢2 ni ) kizukanakatta.
he did not notice him.
If the original centering algorithm is applied to
each sentence uniformly, the counter-intuitive in-
terpretation is obtained, as mentioned above.
Taking into account the information of conjunc-
tive postpositions and applying the above heuris-
tics to the points, since (bl) and (b2) have the
conjunctive postposition of class B, ‘temo’ (‘al-
though’), between them, the noun phrases in sen-
tence (b1) have the least preference and the order
of Cy in the sentence (b1) becomes the opposite
to the case of the original centering algorithm.
Therefore, the antecedents of the zero pronouns
in sentence (b2) are identified as follows:
(a) : Cy = [Taro],Cy, = [7]
(b1) : ¢ = Taro,C; = [Taro, Jiro), C,
Taro
(02) = ¢ = Taro,¢py = Jiro,Cy =
[Taro, Jiro],Cy = Taro

Il

Here this interpretation that “Taro did not notice
Jiro’ fits our intuition.

4 Experiment and Discussion

In the last scetion, we described our zero pronoun
resolution method that can handle complex sen-
tences bascd on the centering theory. It differs
from the original centering algorithm in the follow-
ing two points. After partitioning complex sen-
tences into multiple simple sentences, it scarches
the antecedents in the previous four simple sen-
tences, instead of only a previous sentence. Sec-
ondly, it takes into account the information of
conjunctive postpositions that are between two
simple sentences, by classifying them into three
classes.

In this section, we describe the experiments that
our zero pronoun resolution method is applied to
rcal Japancse discourses, to evaluate the effective-
ness. We implement two versions of our zero pro-
noun resolution systems which are based on two
versions of the centering algorithms that arc men-
tioned in scction two respectively, and evaluate
the performance by comparing ours with the per-
formance of the original centering algorithins.

As our test discourses, we usc 275 (pre-
partitioned) sentences from five discourses in to-
tal, which are a review article in the newspaper,
a folk-tale, and a novel. Before the experiments,



Table 1: The p(‘rf(n'man('(‘ of the systems based
on Kameyama's ¢

method | correct | inc correct | accuracy

N in l not in o
i} 80 | 71;1 ,:
75.

*75;‘5%,

Table 2: The performance of the systems based

on Walker’s algorithm
incorrect, aceuracy
n()l 111

method

these discourses arc automatically partitioned into
simple sentences and received structural analy-
sis, and the positions of zero pronouns are auto-

matically identified as missing obligatory cases of

verbs. Then, the results of this preprocessing are
manually corrected. The zero pronoun whose an-
tecedent appears after it, i.c., the cataphoric ane,
and the zero pronoun whose antecedent does not

appear in the discourse, arc outside the scope of

this paper. Those zero pronouns are 30% of all
the zero pronouns in our test discourses.

T'he correct antecedents are manually identified
beforchand against cach zero pronoun, and the
performance 1s computed based on these answers.
The experiments are made on the following three
cases:

1. The original centering algorithm that uses the
information of only a previous simple sen-
tence

2. 'The algorithm that scarches the antecedents
in the previous lour siinple sentences

3. The algorithin not only scarches the an-
tecedents i the previous four simple sen-
tences, but also takes into account the infor-
mation of conjunctive postpositions that are
between two simple sentences

The results of the experiments on two versions
of our systems are shown in "Iable 1 and 2, where
the columns of ‘correct’” and ‘incorrect’ show the
mumbers of the correct and incorrect answers that
the xyslj a1 outputbs 1'(33[)(3(:tiv01y, and the columns
of ‘in’ and ‘not in’ show the numbers of cases
where candidates of antecedents in the system in-
clude the correct answer and the number of cases
where the systemn does not have the correct answer
as Lhe candidates, respectively.

Although the original centering algorithims yield
the performance of 60 - 70%, they have many
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cases where the system cannot get the correct an-
swer as the candidates(‘not in’) and cannot out-
put correct answers. This indicates that there are
many cases where the correct antecedents do not
appear in the previous sentence, and implies the
plausibility ol our first modification to the original
algorithm. The improvement of the performance
in method 2 also implies the plausibility of our
method. Furthermore, taking into account the in-
formation of conjunctive postpositions improves
the performance by 3 - 6%. Totally, compared
with the original centering algorithms, the perfor-
mance of our method improves by 7 - 10%.

Since the zero pronoun resolution method that,
is based on the centering theory uses the results
of the zero pronoun resolution in previous sen-
tences, ‘error-chaining” might occur many times.
Irror-chaining occurs when the identilication of
a wrong antecedent causes another wrong zero
pronoun resolution successively.  In case of our
system{method 3) based on Kameyama’s algo-
rithm, 30.2% of the incorrect answers are due to
this crror-chaining. There is also the possibility
where the correct answers are output because of
the wrong zero pronoun resolution in the previous
sentences. In case of our system(method 3) based
on Kameyama’s algorithin, only 1.2% of the cor-
rect answers are due to this ‘false negative.’

As you notice from the above two tables, there
exist about 30 cases where the antecedents appear
in wore than five sentences from the current sim-
ple sentence and cannot be found by our mcethod.
We think these cases should not be handled simply
by extending the scarch range for the antecedents,
but by utilizing the information of global struc-
ture of discourses(Grosz and Siduer, 1986), he-
cause the digressive sub-discourse is inserted be-
tween the antecedents and the zero pronouns in
most of these cases.

Of course, there have been the zero pronoun
resolution approaches that take into account the
imformation of conjuuctive clements{Nakaiwa and
[kchara, 1992; Nakagawa and Nishizawa, 1994,
Yoshimoto, 1986; Suri and McCoy, 1994). Be
cause Nakaiwa’s(Nakaiwa and lkehara, 1992) and
Nakagawa’s(Nakagawa and Nishizawa, 1994) ap-
proaches use the information in a restricted do-
main or too line-grained grammatical information,
we think they are difficult to be tuned to the broad
coverage zero pronoun resolution system. Ifarther-
more, Nakagawa’s and Yoshimoto’s(Yoshimoto,
l96()) approaches are not fully evaluated with real
discourses.  Although Nakaiwa’s approach yields
high success rate of 93%, he uses rather small test
sets{102 sentences from 29 articles), and the inpnt,
is restricted to the first paragraphs of newspaper
articles.

Swi’s work(Suri and McCoy, 1994) mightl be
one of the few works that extend the centering
framework to handle complex sentences, although



she handles only sentences of the form ’SX because
SY,” and uses Sidner’s focusing framework(Sidner,
1983), that is different from the centering theory
that our method is based on. Furthermore, the
effectiveness of her work is not evaluated with real
discourses.

Takada’s work(Takada and Doi, 1994) might be
the only exception that proposes the zero pronoun
resolution method based on the centering theory
and cvaluates its effectiveness with real discourses.
Since he handles not only zero pronouns but also
overt pronouns, the exact comparison is difficult,
but his approach, that is based on Kameyama’s
approach, yields the performance of 74.8% if the
results for overt pronouns are excluded. In addi-
tion, to handle complex sentences, he adopts the
other approach where they are treated as a single
unit, and admits that some problems arise because
of this approach.

Taking into account the information of conjunc-
tive elements in the pronoun resolution reminds us
of the works that use the establishment of coher-
ence relations between clauses for pronoun reso-
lution(Hobbs, 1979; Kehler, 1993). They try to
establish coherence relations by the costly infer-
cnce, while we use only the surface information.

5 Conclusion

In this paper, we presented a simple method to
handle complex sentences with the centering the-
ory and described our framework that can identify
the antecedents of zero pronouns in naturally oc-
curring Japanese discourses. We also presented
the evaluation of our framework with real dis-
courses, although the evaluation is not so large-
scale to assert the effectiveness of our framework.
Our simple method yielded the accuracy of 78%
for the zero pronoun resolution.

Since our method that is presented in this paper
is based on the centering theory and basically uses
only syntactic information, we plan to incorporate
the semantic constraints that filter anomalous an-
tecedents for zero pronouns, and take into account,
the global structure of discourses. We think the
preliminary results of our system in this paper are
promising since incorporating the information of
semantic constraints and the global structure of
discourses will improve the performance.
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