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Abstract

In this paper, we describe a new model
for word alignment in statistical trans-
lation and present experimental results.
The idea of the model is to make the
alignment probabilities dependent on the
differences in the alignment positions
rather than on the absolute positions.
To achieve this goal, the approach us-
es a first-order Hidden Markov model
(HMM) for the word alignment problem
as they are used successfully in speech
recognition for the time alignment prob-
lem. The difference to the time align-
ment HMM is that there is no monotony
constraint for the possible word order-
ings. We describe the details of the mod-
el and test the model on several bilingual
corpora.

1 Introduction

In this paper, we address the problem of word
alignments for a bilingual corpus. In the recent
years, there have been a number of papers con-
sidering this or similar problems: (Brown et al.,
1990), (Dagan et al., 1993), (Kay et al., 1993),
(Fung et al., 1993).

In our approach, we usc a first-order Hidden
Markov model (HMM) (Jelinek, 1976), which is
similar, but not identical to those used in speech
recognition. The key component of this approach
is to make the alignment probabilities dependent
not on the absolute position of the word align-
ment, but on its relative position; i.e. we consider
the differences in the index of the word positions
rather than the index itself.

The organization of the paper is as follows.
After reviewing the statistical approach to ma-
chine translation, we first describe the convention-
al model (mixture model). We then present our
first-order HMM approach in full detail. Finally
we present some experimental results and compare
our model with the conventional model.
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2 Review: Translation Model

The goal is the translation of a text given in some
language I into a target language £. For conve-
nience, we choose for the following exposition as
language pair French and English, i.c. we are giv-
en a French string f{ = fi ..fj..Jy, which is to be
translated into an English string e! = e;...e;...ey.
Among all possible English strings, we will choose
the one with the highest probability which is given
by Bayes’ decision rule:

¢l = argmax {Pr(e{|f{))
¢y
= argmax {1’7’(6{) 'I)T(fil|e{)}
€y

Pr(el) is the langua};e model of the target lan-
guage, whereas Pr(f{ [el) is the string translation
model. The argmax operation denotes the search
problem. In this paper, we address the problem
of introducing structures into the probabilistic de-
pendencies in order to model the string translation
probability Pr(f{|el).

3 Alignment Models

A key issue in modeling the string translation
probability Pr(f{|el) is the question of how we
define the correspondence between the words of
the Iinglish sentence and the words of the French
sentence. In typical cases, we can assume a sort of
pairwise dependence by considering all word pairs
(fj,e:) for a given sentence pair [f{;el]. We fur-
ther constrain this model by assigning each I'rench
word to exactly one Iinglish word. Models describ-
ing these types of dependencies are referred to as
alignment models.

In this section, we describe two models for word
alignment in detail:

e a mixture-based alignment model, which was

introduced in (Brown et al., 1990);

e an IHMM-based alignment model.
In this paper, we address the question of how to
define specific models for the alignment probabil-
ities, The notational convention will be as fol-
lows. We use the symbol Pr(.) to denote general



probability distributions with (nearly) no specific
assumptions. In contrast, for model-based prob-
ability distributions, we use the generic symbol
p(.).
3.1

llere, we describe the mixture-based alignment
modcl in a formulation which is diflerent from
the original formulation in (Brown et al., 1990).
We will use this model as reference for the IMM-
based alignments to be presented later.

T'he model 1s based on a decomposition of the
joint, probability for f{ into a product over the
probabilities for cach word fj:

Alignment with Mixture Distribution

c{) ,

J
Pr(filet) = p(r11) - T] w0
j=

where, for normalization reasous, the sentence
]ougth plohablhty p(J|1) has been included. The
next step now is to assume a sort of pairwise inter-
action between the I'rench word f; and eech Fn-
glish word ¢;,7 = 1,...1. Thesc dependencies are
captured in the form of a mixture distribution:

p(j]|c{) = Y‘P f]‘cl
i=]
1
Yl D ple)
i1

Putting everything together, we have the following
mixture-hased model:
J o

Pr(ff et = p 10 - LTS s, 1) p(slen] (1)
j=1li=1
with the following ingredients:

e scnlence length probability: p(J[1);

o mixture alignment probability: p(i|j, I);

o translation probability: p(fle).

Assuming a uniforin aligniment probability

G 1
p(ils, 1) =
we arrive at the first model proposed by (Brown
et al., 1990). This model will be veferred to as
IBM1 model.

"T'o train the translation probabilitics p([f|e), we
usc a bilingual corpus consisting of sentence pairs
W20
[/1 >€]} y 8 =
lihood criterion, we oblain the following iterative
equation (Browu et al., 1990):
o= _‘—(‘4“4)

TA(f' °)

,5. Using the maximum like-

with

Af,e) =30 | 2l Z 5(f, [35) 7 §(e, eis)
s Zp(flm)f—l

i=1
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For uniform alignment probabilities, it can be
shown (Brown et al., 1990), that there is only one
optimum and therefore the BM algorithm (Baum,
1972) always finds the global optimum.

For mixture alignment model with nonuniform
alignment probabilities (subsequently referred to
as IBM2 model), there are too many alignment
parameters p(i|4, I) to be estimated for small cor-
pora. ‘Therefore, a specific model for the align-
ment probabilitics is used:

_orli-dy)
1 . .
Zi’:l 7’(11 -7 5_)

'T'his model assumes that the position distance rel-
ative to the diagonal line of the (j, 7) plane is the
dominating factor (sec ¥ig. 1). To train this mod-
cl, we use the maximur hikelihood eriterion in the
so-called maximum approximation, i.e. the likeli-
hood criterion covers only the most likely align-
ment rather than the set of all alignments:

plilj, 1) = (2)

J

H max [p(ilg, 1) - p(filed)] (3)

j=1

A

In training, this criterion amounts to a scquence
ol iterations, cach of which consists of two steps:

o position alignment: Given the model parame-
ters, determine the most likely position align-
ment.

® parameler cstimation:  Given the position
alignment, t.e. going along the alignment
paths for all sentence pairs, perform maxi-
wmum lkelihood estimation of the model pa-
rameters; for model-free distributions, these
estimates resull in relative frequencies.

Due to the nature of the mixture model, there
1s no interaction between adjacent word positions.
Thercfore, the optimal position @ for ecach posi-
tion j can be determined independently of the
neighbouring positions. Thus the resulting train-
ing procedure is straightforward.

3.2 Alignment with HMM

We now propose an HMM-based aligninent model.
"The motivation is that typically we have a strong
localization effect in aligning the words in parallel
texts (for language paivs from Indoeuropean lan-
guages): the words are not distributed arbitrarily
over the sentence positions, but tend to form clus-
ters. Pig. 1 illustrates this effect for the language
pair German - English.

Iiach word of the German sentence is assigned
to a word of the Fnglish sentence. I'he alignments
have a strong tendency to preserve the local neigh-
borhood when going from the one language to the
other language. In many cases, although not al-
ways, there is an cven slronger restriction: the
difference in the position index is smaller than 3.



1
DAYS] + + + + + + + +
BOTH| + + + + + + + +
ONl + + ++++ +6¢ + +
EIGHT] + + + + + + + [+ + +
AT + + + + + + ++ + + + +
ITL + + + + + + 4+ + + +
MAKEl + + + + +/+ @ + + + + +
CANI + + + + 4+ +++ + + +
WEl + +++ 8+ ++ + + + +
IFl + + + 8+ + 4+ 4+ ++++
THINK} + + @+ + + + + + + + +
I+ ++++++++++
WELL + 4+ 4+ + o+
EUEESLAAERE
mEEEAS Qg0 B
AE TE g&-
g o=
2z
&

Figure 1. Word alignment for a German - English
sentence pair.

To describe these word-by-word alignments, we
introduce the mapping j — «;, which assigns a
word f; in position j to a word e; in position
? = a;j. The concept of these alignments is similar
to the ones introduced by (Brown et al., 1990),
but we will use another type of dependence in the
probability distributions. Looking at such align-
ments produced by a human expert, it is evident
that the mathematical model should try to cap-
ture the strong dependence of a; on the previous
alignment. Therefore the probability of alignment
a; for position j should have a dependence on the
previous alignment a;_:

plajlaj1, 1)

where we have included the conditioning on the
total length [ of the English sentence for normal-
ization reasons. A similar approach has been cho-
sen by (Dagan et al., 1993). Thus the problem
formulation is similar to that of the time align-
ment problem in speech recognition, where the
so-called Tlidden Markov models have been suc-
cessfully used for a long time (Jelinek, 1976). Us-
ing the same basic principles, we can rewrite the
probability by introducing the ‘hidden’ alignments
ai 1= ai...aj...ay for a sentence pair [f{;el]:

Pr(fllely = Z,Pr(ff,aﬂe{)

J
ZHP”(fj,ajff{_l,a{_l&{)

af J=1

ll

So far there has been no basic restriction of the
approach. We now assume a first-order depen-
dence on the alignments «; only:

Prfj ail 7" ™" e])
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= p(fj, ailaj-1, )

= plajlaj1, 1) - p(fileq;)
where, in addition, we have assumed that the
translation probability depends only on a; and not
on a;_1. Putting everything together, we have the
following HMM-based model:

J
T I .
Pe(filer) =TT plajlaj—1, 1) p(Sileq;)] (4)
a i=1
with the following ingredients:
o HIMM alignment probability: p(:|¢',I) or
plajla; 1, 15

e translation probability: p(f|e).

In addition, we assume that the HMM align-
ment probabilities p(i]s’, I) depend only on the
jump width (i — ). Using a set of non-negative
parameters {s(i — ¢')}, we can write the HMM
alignment probabilities in the form:

. s(i -1
il 1y = = (5)

Zl:l S(l - Z/)

This form ensures that for each word position
i, ¢ =1,..,1, the IMM alignment probabilities
satisfy the normalization constraint.

Note the similarity between Equations (2) and
{5). The mixture model can be interpreted as a
zeroth-order model in contrast to the first-order
HMM model.

As with the IBM2 model, we use again the max-
imum approximation:

J
N~
e) = max H [p(ajla;-1, 1) p(fleq,)] (6)

4 j=1

rr(f!

In this case, the task of finding the optimal
alignment is more involved than in the case of the
mixture model (IBM2). Therefore, we have to re-
sort to dynamic programming for which we have
the following typical recursion formula:

QU ) = p(f]|el)211:nldxl[p(7|21, 0-Q, 1)

Here, Q(z, ) 1s a sort of partial probability as
in time alignment for specch recognition (Jelinek,
1976).

4 Experimental Results

4.1 The Task and the Corpus
The models were tested on several tasks:

e the Avalanche Bulletins published by the
Swiss Pederal Institute for Snow and
Avalanche Rescarch (SFISAR) in Davos,
Switzerland and made available by the Fu-
ropean Corpus Initiative (ECI/MCI, 1994);

e the Verbmobil Corpus consisting of sponta-
neously spoken dialogs in the domain of ap-
pointment scheduling (Wahlster, 1993);



e the Inu'lrans Corpus which containg typical
phrases from the tourists and travel domain.
(Lulrans, 1996).

Table 1 gives the details on the size of the cor-
pora and their vocabulary. 1t should be noted
that in all these three cases the ratio ol vocabu-
Tary size and nurnber of ruuning words is not very
favorable.

Table 1: Corpora

Corpus Language | Words | Voc. Size |
Avalanche | I'rench 652849 1093
(zerman 44805 2265
“TuTrans Spanish 13768 2008
finglish 15888 1630
Verbmobil | German 150279 4017
Iinglish 154727 2443

l'or several ycars between 83 and 92, the
Avalanche Bulleting are available for both Ger-
man and French. The following is a typical sen-
teuce pair from the corpus:
“Bel zuerst rechi holien, spater Lieferen Tem-
peraturen sind von Samstag bis Dienstag mor-
gen aul der Alpennordseite und am Alpen-
hauptkamm oberhalb 2000 m 60 bis 80 cm
Neuschnee gefallen.
Par des températures & abord élevées, puis
plus basses, 60 & 80 cin de neige sont tombs
de samedi & mardi matin sur le versant nord
ot la créte des Alpes au-dessus de 2000 m.

An example from the Verbmobil corpus is given
in lgure 1.

4.2  'Training and Results

Iach of the three corpora were used to train holh
alignment models, the mixture-based alignment
model in Eq.(1) and the HMM-based alignment
model in Kq.(1). Here, we will consider the ex-
pertmental tests on the Avalanche corpus in more
detail. The training procedure consisted of the
following steps:

o Initialization training: [BM1 model trained
for 10 iterations of the M algoritlin.

e Relinement training: The translation proba-
bilities from the initialization training were
used to initialize both the IBM2 model and
the MM M-based aligninent model

- IBM2 Model: H iteratious using the max-
imum approgimation (Eq.(3))

- HMM Model: b iterations using the max-
mum approximation (¥q.(6))

T'he resulting perplexity (inverse geometric av-
erage of the likelihoods) for the different models
arc given in the Tables 2 and 3 for the Avalanche
corpus. In addition to the total perplexity, which
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is the global optimization criterion, the tables al-
so show the perplexities of the translation prol-
abilitics and of the alignment probabilities. The
last line in Table 2 gives the perplexity measures
when applying the maximum approximation and
computing the perplexity in this approximation.
These values are equal to the ones alter initializing
the IBM2 and HMM 1models, as they should be.
From Table 3, we can sce that the mixtare align-
ment gives slightly better perplexity values for the
translation probabilities, whereas the IIMM mod-
el produces a smaller perplexity for the alignment
probabilities. In the calculation of the perplexi-
ties, the sentence length probability was not in-
cluded.

Table 2: IBML: "Translation; alignment and total
perplexity as a function of the iteration.

[teration | Translation | Alignment ‘'otal
0 99.36 20.07 | 1994.00

1 3.72 20.07 74.57

2 2.67 20.07 53.62

9 1.87 20.07 37.55

10 1.86 20.07 37.36

~ Max. 3.88 20.07 | 77.95

I'able 3: 'Translation, alignment and total perplex-
ity as a function of the iteration for the IBM2 (A)
and the [IMM model (B)

Iter. | Translation | Aligniment | Total

A 0 J.88 20.07 | 77.95
L 3.7 10.82 | 34.27

2 3.25 10.15 | 33.03

3 3.22 10.10 | 32.48

4 3.20 10.06 | 32.18

D 3.18 10.05 | 32.00

B 0 3.88 20.07 | 77.95
1 3.37 7.99 | 26.98

2 3.46 6.17 | 21.36

: 3.47 5.90 | 20.48

4 3.6 5.85 | 20.24

5 3.15 5.84 | 20.18

Another interesting question is whether the
MM alignment mocdel helps in finding good and
sharply focussed word-to-word correspondences.
As an example, Table 4 gives a comparison of
the transtation probabilities p(fle) between the
mixture and the HMM alignment model for the
Gerruan word Alpensddhang. The counts of the
words are given in brackets. There 1s virtually no
difference between the transiation tables for the
two models (IBM2 and HMM). But in genceral,
the HMM model scems to give slightly better re-
sults in the cases of German compound words like
Alpensiidhang - versant sud des Alpes which re-
quire [unction words in the translation.




Table 4: Alpensiidhang.

TBMT | Alpes (684) | 0.171
des (1968) 0.035
le (1419) 0.039
sud (416) 0.427
sur (769) 0.040
versant (431) | 0.284
IBM2 | Alpes (684) | 0.276
sud (416) 0.371
versant (431) | 0.356
AMM | Alpes (684) | 0.284
des (1968) 0.028
sud (416) 0.354
versant (431) | 0.333

This is a result of the smoother position align-
ments produced by the HMM model. A pro-
nounced example is given in Figure 2. 'The prob-
lem of the absolute position alignment can be
demonstrated at the positions (a) and (c): both
Schneebrettgefahr und Schneeverfrachtungen have
a high probability on neige. The IBM2 models
chooses the position near the diagonal, as this
is the one with the higher probability. Again,
Schneebrettgefahr generates de which explains the
wrong alignment near the diagonal in (c).

However, this strength of the HMM model can
also be a weakness as in the case of est developpe
— ist ... entstanden (see (b) in Figure 2. The
required two large jumps are correctly found by
the mixture model, but not by the HMM mod-
el. These cases suggest an extention to the HMM
model. In general, there are only a small number
of big jumps in the position alignments in a given
sentence pair. Therefore a model could be useful
that distinguishes between local and big jumps.

The models have also been tested on the Verb-
mobil Translation Corpus as well as on a small
Corpus used in the FEuTrans project. ‘The sen-
tences in the EuTrans corpus are in general
short phrases with simple grammatical structures.
However, the training corpus is very small and the
produced alignments are generally of poor quality.
There is no marked difference for the two align-
ment models.

Table 5: Perplexity results for (a) EuTrans and
(b) Verbmobil Corpus.

Model | Tter. | Transl. | Align. | Total
a | IBM1 10 2.610 | 6.233 | 16.267
IBM2 5 2.443 | 4.003 | 9.781
HMM b 2461 1 3.934 | 9.686
b | IBM1 10 4.373 | 10.674 | 46.672
IBM2 5 4.696 | 6.538 | 30.706
HMM 5 4.859 | 5.452 | 26.495
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The Verbmobil Corpus consists of spontaneous-
ly spoken dialogs in the domain of appointment
scheduling. The assumption that every word in
the source language is aligned to a word in the
target language breaks down for many sentence
pairs, resulting in poor alignment. This in turn
affects the quality of the translation probabilities.

Several extensions to the current IMM based
model could be used to tackle these problems:

o The results presented here did not use the
concept of the empty word. For the HMM-
based model this, however, requires a second-
order rather than a first-order model.

o We could allow for multi-word phrases in
both languages.

o In addition to the absolute or relative align-
ment positions, the alignment probabilities
can be assumed to depend on part of speech
tags or on the words themselves. (confer
model 4 in (Brown et al., 1990)).

5 Conclusion

In this paper, we have presented an HMM-based
approach for modelling word alignments in par-
allel texts. The characteristic feature of this ap-
proach is to make the alignment probabilities ex-
plicitly dependent on the alignment position of the
previous word. We have tested the model suc-
cessfully on real data. The HMM-based approach
produces translation probabilitiecs comparable to
the mixture alignment model. When looking at
the position alignments those generated by the
HMM model are in general much smoother. This
could be especially helpful for languages such as
German, where compound words are matched to
several words in the source language. On the oth-
er hand, large jumps due to different word order-
ings in the two languages are successtully modeled.
We are presently studying and testing a multilevel
HMM model that allows only a small number of
large jumps. The ultimate test of the different
alignment and translation models can only be car-
ried out in the framework of a fully operational
translation system.
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