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lation systent. In the next section, we briefly describe
the framework of our method, which nses a simple
context model; then, in the following sections, we il-
lustrate its effectiveness with some actual outputs of
our English-to-Japanese machine translation systen.

2  Framework
Full-text processing cousists of three steps:

1. Generating a context model that cousists of parsed
trees of each sentence in a source text

2. Refining the context model by assigning a siugle uni-
fied parse tree to cach sentence in the text

3. Resolving tlie problems in cach scutence in the con-
text model and gencrating a final analysis for cach
sentence in the text

The respective procedures for these steps are de-
scribed in the following three subsections.

2.1 Generation of a simple context model

In order to refer to context information that consists
of data ou multiple sentences in a text, it is essceu-
tial to construct some context model; the first step
of the full-text processing method is therefore to con-
struct a context model by analyzing each sentence
in an input text. To avoid any errors that may occur
during transformation into any other representations,
such as a logical representation, we stayed with sur-
face structures, and to preserve the robustness of this
framework, we used only a set of parsed trees as a
context model. Thus, cach sentence of an input text
is processed by a syntactic parser in the first step,
and the position of cach instance of every lemma, its
morphological inforiation, and its modifice-modifier
relationships with other content words are extracted
from the parser output, and stored to construct a
context model, as shown in Figure 1. In additioun, if
any on-line knowledge resources are available, infor-
mation extracted from the resources is also stored in
the context model. For example, information on syn-
onyms extracted from an on-line thesaurus dictionary
and information on word sense and structural disaimn-
biguation extracted from an exaple base, such as
one described in (Uramoto, 1991) and (Nagao, 1990),
may he added to the context model.

2.2 Refinement of the context model

In the first step, a syntactic parser may not always
gencrate a single unified parse tree for cach sentence
in the source text. A syntactic parser with general
grammar rules is often unable to analyze not only
sentences with grammatical errors and ellipses, but
also long sentences, owing to their complexity.! Thus,
it is indispensable to establish a correct analysis for

" texts from a restricted domain, suel as computer
maunnals, most sentences are grammatically correct. How-
ever, even a well-established syntactic parser usually fails
to generate a nnified parsed structure for about 10 to 20
percent of all the sentences in such texts, and the failure
in syntactic analysis leads to a failure in the final output
of an NLP system.
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Context = {Sent 1, Sentencel, ..., Sent nj

Stenence i = (Word i-1, Word i-2, ..., Word i-j}

Sentence 1

Word1-1 [John]
POS: N BASE:John ...

John likes apples.

Word1-2 {likes]
POS:V BASE:like ...

Word1-3 [apples]
POS:N BASE :apple ..

Sentence 2

Word2-1 [Tom]
POS:N BASE:Tom ..

Word2-2 also]
POS: ADV BASE: also ..

Word2-3 [Ilkes]
POS:V BASE :like ..

Word2-4 [apples]
POS: N BASE :apple ..

Sentance 3
Word3-1 [He]
POS: PN BASE:he ..

Word3-2 [also]
POS : ADV BASE :also ...

a,;D Word3.3 [iikes]
POS: V BASE: tlke .

Word3-4 [oranges]
POS:N BASE: orange ..

Figure 1: Example of a context model

such a sentence. Information extracted from com-
plete parses of well-formed sentences? in a context
model can be used to complete incomplete parses, in
the form of partially parsed chunks that a bottom-
up parser outputs for ill-formed sentences by using a
previously described method (Nasukawa, 1995).

Oun the other hand, for some sentences in a text,
such as Time flies like an arrow, a syutactic parser
may generate more than one parse tree, owing to the
presence of words that can be assigned to more than
one part of speech, or to the presence of complicated
coordinate structures, or for vartous other reasons. In
attempting to select the correct parse of such a sen-
tence, one can use the types of the previous and sub-
sequent sentences or phrases (such as sentence, noun
plirase, verb phrase, and so on) and the modifier-
modifice patterns in the context model.

Therefore, in the second step, the context model
generated in the first step is refined by referring to
information in the countext model. First, the most
preferable candidate parses are selected for sentences
with multiple parses by referring to information on
cach sentence in the context model for which a parser
generated a single unified parse. Then, partial parses
of ill-formed sentences are completed by referring to
information on well-formed sentences in the context
model.

The algorithm for multiple parse selection based on

*In this paper, a “well-formed sentence” means one
that is parsed as one or more than one unified structure,
and an “ill-formed sentence” means one that cannot be
parsed as a unified structure,



the context model is as follows:

1. In cach candidate parse of a scutence with multiple
candidate parses, assign a score for each modifier-
modifice relationship that is found in the context
model, and add up the scorves to assign a preference
vahte to the candidate parse.

2. Select the parse or parses with the highest preference
value. If more than one parse has the highest pref-
crence value, go to the next step with those parsces;
otherwise, leave this procedure.

3. Assign a preference value to each remaining candi-
date parse that has the same type of root node (such
as noun phrase, verb phrase, or sentence) as the
parsc of the preceding sentence or the next sentence.

4. Sclect the parse or parses with the highest preference
valuc. If more than oue parse has the highest pref-
crence value, go to the next step with those parses;
otherwise, leave this procedure.

Assign a preference value to eacli remaining candi-
date parsc based on heuristic rules that assign scores
to structures according to their grammatical prefer-
ability.

ot

6. Seleet the parse or parses with the highest prefer-
cnce value. If more than one parse has the highest
preference value, select the first parse in the list of
the remaining candidate parses.

The procedure of completing partial parses of an

ill-formed sentence consists of two steps:

1. Imspecting and restructuring of cach partial parse
The part of speech and the modifice-mnodifier rvela-
tionships with otlier words arc inspected for cach
word in a partial parse. If the part of speech and the
modifice-modifier relationships with other words are
different from those in the context model, the partial
parse is restructured according to the information in
the context model.

2. Joiing of partial parses
If the partial parses were not unified into a single
structurce in the previous step, they are joined to-
gether on the basis of modificr-modifice velationship
patterns in the context model so that a unified parse
is obtained.

2.3 Problem resolution for each sentence in
the context model

Finally, in the third step, cach sentence in the context
model is analyzed individually, and its ambiguities
and context-dependent problems are resolved by re-
ferring to information on other sentences in the con-
text model. The next section describes the proce-
dures for problem resolution, and explains their of-
fectiveness in improving machine translation output.

3 Effectiveness

The accuracy of syntactic analysis may he improved
by refinement of the context model in the second step
of the procedure. For example, in an experiment on
244 sentences from a chapter of a compiter manual,
in which we attempted to select the correct parse of
a sentence from multiple candidate parses, correct
parses were selected for 89.1% of 110 multiple parsed
sentences by using information in the context model,
whereas the success rate obtained when the context
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wodel contained no information was 74.5%. In our
experiwent on ill-formed sentences in technical doc-
wents, in more than half of the incompletely parsed
sentences, the partial parses were joined iuto a single
structure by using information in the context model.
However, after the second step, ambiguities in cach
seutence are kept unresolved in the context model.
Thus, we need to resolve problems in cach sentence
in the context model individually.

In this section, we describe how the accuracy of
sentence analysis in other problems is improved by
referring to the simple context model, and how the
results are reflected in improved machine transtation
outputs.

3.1 Resolving the focus of focusing
subjuncts

Resolving the focus of focusing subjuncts such as
also and only is a typical context-dependent prob-
lem that requires information on the previous con-
text. Focusing subjuncts draw attention to a part
of a sentence that often represents new information.
Consider the second sentence, Tom also likes apples,
in Figures 1 and 2. In this sentence, the scope of also
can be Tom, likes, the entive predicate (the whole sen-
tence except the subject Tom), or apples, according
to the previous context. In this case, the preceding
sentence, John Likes apples, has the structure, A likes
B, whereas sentence (2) has the structure, X also likes
B, where B and the predicate likes are identical. The
comparison of these two structures indicates that the
new information X (Tom) is the scope of also in sen-
tence (2).

The focus of focusing subjuncts is resolved by
means of the following algorithi:

1. Find among the previous sentences in the context
model one that contains expressions morphologically
identical with those in the sentence containing the
foensing subjunct.

2. Comparc cach candidate focus word or phrase in
the sentence containing the focusing subjunct with
words or phrases in the sentence extracted in step 1.

3. Drop any morphologically identical words or phrases
as candidates for the focus, and select the remain-
der as the focus of the focusing subjunct. If more
than one candidate remains, take the default inter-
pretation that would be used if there were no context
information.

Figure 2 shows the translation outputs of our sys-
temn with and without information provided by con-
text processing. As shown in this figure, without the
context information, also modifies the predicate like
by default in both sentences (2) and (3). In contrast,
when context processing is applied, the focus of also
is determined to be Tom in sentence (2) and orange
in sentence (3).

In our analysis of computer mannals, most nouns
were repeated with the same expressions unless they
were replaced by pronouns or definite expressions
such as this, that, and the. On the other hand, predi-
cates were sometimes repeated with different expres-
sions. For example:

A has B. — A also includes C.

A contains B. — C s also included in A.



(1) Joln likes apples.
[With and Without Context|
Dependency Structure:

(2) Tom also likes apples.
[Without Clontext]
Dependency Structure:

" abj "W anptes
Translation: M Ak, Vg BRI 4,
Tom ha ringo wo dowyouni konom nasu.

(3) He also likes oranges.

[Without Context|
Dependency Structure:

Kare ha orange wo dowyouni nozomi mnasu.

Translation: ¥ a vk, ) YT RArRE S,
John ha ringo wo konomed masu.

)

[With Context]
Dependency Structure:

<)
Translation: b A b, v fa a4,
Tom mo ringo wo konomi masu.

[With Coutext]
Dependency Structure:

G

PLE

- —- ’” .
)—@qu Tom ¥
- LI K

P

oranges -

‘D‘@D

obj

Translation: ik, ALV bira$-4,

Kare ha orange mo konomi muasu.

Figure 2: Example of translatiou (I)

In this case, information on synonyms and deriva-
tives extracted from on-line dictionaries can be used
to examine the correspondence hetween two words.,

3.2 Resolving pronoun referents

Prououn resolution is another typical coutext-
dependent problen, since the reflerent of a pronoun is
not always included in the same sentence, Our con-
text model is used to sclect candidate noun phrases
for a pronoun referent. Furthermore, information on
word frequency and modifier-modifice relationships
extracted from the context model improves the aceu-
racy with which the correct referent is selected from
the candidate noun phrases, as shown in a previous
paper (Nasukawa, 1994). By applying heuristic rules
according to which a candidate that has been fre-
quently repeated in the preceding sentences and a
candidate that modifies the morphologically identi-
cal predicates as the pronoun in the same context
are preferred, we obtained a success rate of 93.8% in
pronoun resolution.

However, thie results of pronoun resolution may not
be explicitly reflected in the output of a machine
translation systeim, since most languages have corre-
sponding anaphoric expressions, and use of the corre-
sponding anaplioric expression in the translation ont-
put has the advantage of avoiding misinterpretations
caused by misresolution of pronoun referents, even if
the probability of misinterpretation is less than 10%.
Thus, in Figure 2, He in sentence (3) is translated
as the Japanese pronoun kere, althouglh its referent
is correctly resolved as Tom. Fven so, correct res-
olution of a pronoun referent is important for dis-
ambiguating the word sense of a predicate modified
by the pronoun.’ In addition, if the positions of a

3n fact, the result of pronoun resolution for sentence
(3) of Figure 2, in which Tom is selected as the refer-
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prounoun and its referent noun phrase are reversed in
the translation of a complex sentence where an ini-
tial main clause in a source-language seutence comes
after the subordinate clause in the target language,
the refercut noun phrase should be replaced with the
prounoul, to avoid cataphoric reference. For example,
the Boglish sentence

The dog will eat your cake if you don’t have
it quichly,

should be translated as

K v ,u) 9@ 8010 Keikt (e cqpd) WO SUGUNI (g1 iokiy)

tabe nod [qonrt car] NOTE, SONO 1NN Uhe dog) G0

tabete_shinauyo [roill cat] A

Since in the translated Japanese sentence the sub-
ordinate clause, if you don’t have it quickly, comes
before the main clause, The dog will cat your cake,
the pronoun #t in the subordinate clause must be re-
solved in order to generate a natural Japanese sen-
tence. Morcover, the word seuse of have in the subor-
dinate clanse cannot be selected without inforiation
on the referent of the pronoun it
3.3 Lexical and Structural disambiguation
In a consistent text, polysemous words within a dis-
course tend to have the same word sense (Gale et al.,
1992; Nasukawa, 1993). Thus, by applying discourse
coustraint in such a manner that polysemous words
with the same lemma within a context have the same

ent of He, is reflected in the translation of the predicate
like. Because of the lack of a semantic feature human for
the lexical eutries Tom and John in our dictionary at the
timce of this translation, different word senses for ammate
subjects and non-animate subjects were selected for the
verb like, and thie verb like was rendered differently in the
translations with and without context.
“This translation was not produced by our system.



word sense, a result of word sense disambiguation ap-
plied in one sentence can be shared with all other
words in the context that have the same lemma. Fur-
thermore, by assuming discourse preference, namely,
a tendency for eacl word to modify or be modified by
similar words within a discourse, structural informa-
tion on all other words with the same lemma within
the discourse provides clue for determining the mod-
ifices of structurally ambiguous phrases (Nasukawa
and Uramoto, 1995). This method cau be used to
solve context-dependent problems such as the well-
known example shown in Figure 3.

(1) John saw a girl with a telescope.

[Without Context]
Dependency Structure:

Translation: ¥ 9 ¥ i, &G L o T PLEL T L,
John ha bouenkyou niyotte shoujo wo mimashita,

[With Context]
Dependency Structure:

Pranslation: ¥ a ¥k, HEE S >S L4 R F L2 )
John ha bouenkyow wo motsu shoujo wo mimashilae.

(2) The girl with a telescope was walking on the street.

[With and Withont Context]
Dependency Structure:

walking

Translation: YHE % oA Lix, ‘llﬂ")‘(‘_/‘ll'\/\'(\/\‘;i Lo
Bouenkyou wo motsu showjo ha loori de aruite imashile.

Figure 3: Translation with context (II)

In sentence (1) of the figure, the modifice of the
prepositional phrase with a telescope can be ecither
saw or girl, depending on its context. In this case, in-
formation in sentence (2), where the identical prepo-
sitional phrase modifics girl, provides a clue that with
a telescope in sentence (1) is likely to modify girl.
In this way, modifier-modifice relationships extracted
from a context model provide clues for disambiguat-
ing structurally ambiguous phrases. Needless to say,
the effectiveness of this method is highly dependent
on the source text, and it may scem too optimistic to
expect such useful information in the same context.
However, as shown in Figure 4, which is a transla-
tion output of an actual computer manual, we can
often find modifier-modifice relationships that disam-
biguate structurally ambiguous phrases in the same
context, at least in technical documents. In Figure 4,
the ambiguous prepositional phrase of a job® in sen-
tence (2) is disambiguated and attached to the flow by

5 . .
“of + noun may modify verb, as in He robbed a lady
of her money.
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using the information provided by the unambiguous
prepositional phrase in The flow of @ job in sentence
(7). Similarly, the information on the unambiguous
prepositional phrase in placed on an output queue in
sentence (11) disambiguates the ambiguous preposi-
tional phrase on a job queue in sentence (9), allowing
it to be attached to places.

3.4 Supplementing phrases for elliptical
sentences

Supplementation of elliptical phrases is another typ-
ical context-dependent problem. In spite of the sim-
plicity of our context model, some elliptical phrases
can be supplemented by using information extracted
from the context model. For exawmple, if a group of
words ending with a colon is not a complete sentence,
as in the case of (3) in Figure 4,

This allows you to:

our system adds either do the following or the follow-
ing by referring to the type of the next sentence or
phrase in the context model. If verhb phrases follow,
do the following is added, and if noun phrases follow,
the following is added. Thus, in (3) in Figure 4, do
the following is added because a verb phrase follows
this sentence.

3.5 Resolving modality

The modality of itemized sentences or phrases is of-
ten ambiguous as a result of the presence of ellipses.
For example, (4), (5), and (6) in Figure 4 could be
imperative sentences in certain contexts. In this case,
however, they are itemized phrases, and by reference
to (3), they can be identified as supplementary verb
phrases to be attached to (3). Thus our system ana-
lyzes them as verb phrases and nominalizes them in
the translation.

4 Discussion

We have described how a simple context model that
consists merely of a set of parsed trees of each sen-
tence in a text provides rich information for resolving
ambiguities in sentence analysis and various context-
dependent problems. The greatest advantage of our
context-processing method is its robustness. Storing
information on a large number of sentences requires
a relatively large memory space, which has become
available as a result of progress in hardware tech-
nology. Our framework is highly practical, since it
does not require any knowledge resources that have
been specially hand-coded for context processing, or
a deep inference mechanism, yet it improves the accu-
racy of sentence analysis and the quality of a practi-
cal NLP system. The basic idea of our method is
to improve the accuracy of sentence analysis sim-
ply by maintaining consistency in word sense and
modifice-modifier relationship among words with the
same lemma within the same text, on the basis of the
following assumptions:

e Vocabulary is relatively small in a consistent
text, and words with the samne lemma are re-
peated in a relatively small area of a text.



(1) Tracking Your Job
e oY a5 s (User no job wo tsuisekisuru
koto)

(2) It is important to kuow the tlow of a job so that

you can track it through the system and display or
change its status.
SR VAT AR WML, ARENIFCEC, BLUEORRE &
ATEDL, HBHVRENHEL L), Y a S OlRE Rl Chh T
wigied, [(User ga, system wo tooshite, sore wo tsu-
wekidekite, oyobi sono joukyou wo hyougidehiruka,
arutha henkou kanouna youni, job no nagare wo shat-
teiru koto ha juuyon desu.)

(3) This allows you to:
SAE, LYl o O PR R R D S e A LY. (Kore
ha, user ni totte, tha wo okonan koto wo kanouw ni
shimasu.)

(4) End or hold a batch job.

Ny T - D adERTTHIESL VT2 2 8 [ Bateh job
wo shuuryousuru koto aruiha hojisuru koto)

(5) Answer messages sent by the system,
SAFARLoCURBRD Ay VWKL s [System ni
yotte okurareru message ni kotacru koto)

(6) Control printer output.

BRI o> (4 )y & iU 2 2 & [ Insatsusouchi no  shut-
suryoku wo seigyosury koto)

(7) The flow of a job can have up to five steps:

TS OB, A B DRF v T hS Iy (Job no nagare
ni, satdai 5 no step go ariemasw:)

(8) 1. A user or program submits a job to be ruu.
Lo B BT TS S A, AT R DD 5T kYA
#lriL k4, (1. User aruiha program ha, jikkousareru
tame no job wo fikkowiraishimasu.)

(9) 2. The system places the job on a job quene.

Q. LAF A, Va SN, VoS hmad, (2. Systemn
ha, jobmachigyouretsu ni, job wo okimasu.)

(10) 3. The system takes the job from the joh quene and
runs it.

3. VAT A, TaSlEBIERG, Ya RN, ERERITLE
3. [3. System ha, jobmachigyourctsu kara, job wo
tori, sore wo jikkoushimasu.)

(11) 4. If this job creates some information (output) that

necds to be printed, the printer output is placed on
an output qucuc.
4. TV T H5 IS D LEL D L OBONH (1)) F UK
OB, AR OM A B Tl R s g, (4.
Kono job ga, insatsusareru hitsuyou ga aru thutsuka
no jouhou (shutsuryoku) wo sekusecisure baat niha,
msatsusonchi no shutsuryoku ha, shutsuryokuwmachs-
qyouretsu ni haichisaremasu.)

(12) 5. The system takes printer ontput frowm the out-
put queune and sends it to the desived printer to be
printed.

"

O, VAT AL IR G HIBEE ORI AR, T
BIERDL 72000 RAMMR K, TrEEnEd, (5. System
ha, shutsuryokuinachigyowrctsn kara, insatsusouwchi
no shutsuryoku wo torikoini, insatsusarerutaine no
hitsuyouna insatsusoucht ni, sore wo okurinasu.)

Figure 4: Translation with context (III)
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o DPolysemous words within a discourse tend to
have the same word seuse.

e Words with the same lemma tend to modify or
be modified by similar words.

o Topical words tend to be repeated frequently.
Therefore, the effectiveness of this method is highly
dependent on the source text. However, at least in
most technical documents such as conputer manuals,
the above assumptions hold true, and we have had
encouraging results.
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