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Abstract

In this paper, we propose a statistical
approach for clustering of articles us-
ing on-line dictionary definitions. Oune
of the characteristics of our approach is
that every sense of word in articles is au-
tomatically disambiguated using dictio-
nary definitions. The other is that in or-
der to cope with the problemn of a phrasal
lexicon, linking which links words with
their semantically similar words in arti-
cles is introduced in our method. The
results of experiments demonstrate the
effectiveness of the proposed method.

1 Introduction

There has been quite a lot of research con-
cerned with automatic clustering of articles or
automatic identification of semantically similar
articles(Walker, 1986), (Guthrie, 1994), (Yuasa,
1995). Most of these works deal with entirely dif-
ferent articles.

In general, the problem that the same word can
be used differently in different subject domains is
less problematic in entirely different articles, such
as ‘weather forecasts’, ‘medical veports’, and ‘comn-
puter manuals’. Because these articles are charac-
terised by a larger number of different words than
that of the same words. However, in texts from
a restricted domain such as financial articles, e.g
Wall Street Journal (WSJ in short) {Liberman,
1990), one encounters quite a large number of pol-
ysemous words. Thercfore, polysemous words of-
ten hamper the precise classification of articles,
each of which belongs to the restricted subject do-
main.

In this paper, we report an experimental study
for clustering of articles by using on-line dic-
tionary definitions and show how dictionary-
definition can use effectively to classify articles,
each of which belongs to the restricted subject do-
main. We first describe a method for disambiguat-
ing word-senses in articles based on dictionary def-
initions. Then, we present a method for classifying
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articles and finally, we report some experiments in
order to show the effect of the method.

2 Related Work

One of major approaches in automatic clustering
of articles is based on statistical information of
words in articles. Every article is characterised
by a vector, cach dimension of which is associated
with a specific word in articles, and every coordi-
nate of the article is represented by term weight-
ing. Term weighting methods have been widely
studied in information retrieval rescarch (Salton,
1983), (Jones, 1972) and some of them are used
in an automatic clustering of articles. Guthrie
and Yuasa used word frequencies for weighting
(Guthrie, 1994), (Yuasa, 1993), and Tokunaga
used weighted inverse document frequency which
is a word frequency within the document divided
by its frequency throughout the entire document
collection (Tokunaga, 1994). The results of these
methods when applied to articles’ classification
task, scem to show its cffectiveness. However,
these works do not seriously deal with the problem
of polysemy.

The alternative approach is based on dictio-
nary’s information as a thesaurus. One of major
problems using thesaurus categories as sense rep-
resentation is a statistical sparseness for thesaurus
words, since they are mostly rather uncommon
words (Niwa, 1995). Yuasa reported the exper-
imental results when using word frequencies for
weighting within large documents were better re-
sults in clustering documents as those when EDR
clectronic dictionary as a thesaurus (Yuasa, 1995).

The technique developed by Walker also used
dictionary’s information and seems to cope with
the discrimination of polysemy (Walker, 1986).
He used the semantic codes of the Longman Dic-
tionary of Contemporary English in order to de-
termine the subject domain for a set of texts, For
a given text, each word is checked against the dic-
tionary to determine the semantic codes associ-
ated with it. By accumulating the frequencies for
these senses and then ordering the list of cate-
gories in terms of frequency, the subject matter of



the text can be identified. However, as he admits,
a phrasal lexicon, such as Atlentic Seaboard, New
England gives a negative influence for clustering,
since it can not be regarded as units, i.e. cach
word which is the clement of a phrasal lexicon is
assigned to each semantic code.

The approach proposed in this paper focuses
on these problems, i.e. polysemy and a phrasal
lexicon. Like Guthrie and Yuasa's methods, our
approach adopts a vector representation, l.e. ev-
ery article is characterised by a vector. However,
while their approaches assign cach coordinate of
a vector to cach word in articles, we use a word
(noun) of which sense is disambiguated. Our dis-
ambiguation method of word-senses is based on
Niwa's method which used the shimilarity hetween
two sentences, i.e. a senteuce which contains a
polysemous noun and a sentence of dictionary-
definition. In order to cope with Walker’s prob-
lem, for the results of disambiguation techuique,
semantic relativeness of words are calculated, and
semantically related words are grouped together,

We used WSJ corpus as test articles in the ex-
perimnents in order to sce how our method can
effectively classify articles, cach of which belongs
to the restricted subject domain, i.c. WSJ.

3 Framework

3.1 Word-Sense Disambiguation

Every sense of words in articles which should
be clustered is automatically disambiguated in
advance. Word-sense disambiguation (WSD in
short) is a serious problem for NLI, and a varicty
of approaches have been proposed for solving it
(Brown, 1991), {Yarowsky, 1992).

Our disambiguation method is based on Niwa’s
method which used the similarity between a sen-
tence containing a polysemous noun and a sen-
tence of dictionary-definition. Let 2 be a polyse-
mous noun aud a sentence X be

X: R R P S E R RU TP R

The vector representation of X is

V(X) = Z V(i)

where V(2;) is

Viz:) = (Mu(xi,01), -, Mu(x;,omn))

Here, Mu(z,y) is the value of mutual information
proposed by (Church, 1991). oy, «-,0,, (We call
them basic words) are selected the 1000th most
frequent words in the reference Collins English
Dictionary (Liberman, 1990).

Let word x have scnses s1,s2,-,sp and the
dictionary-definition of si be

Y o Yons Y- Y Yt s Y
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The similarity of X and Yy, is measured by the
inner product of their normalised vectors and is
defined as follows:

. V{X)* V(Ysi)
Sim(X,Yy) = - - n
VO V(Y |
We infer that the sense of word o in X 1s si if
Sim(X,Y;) is maximum among Y, -+, Y.
Given an article, the procedure for WSD is ap-
plied to each word (noun) in an article, i.e. the
seuse of each noun is estimated using formula (1)
and the word is replaced by its sense. Table 1
shows sample of the results of our disambiguation
method.

Table 1;: The results of the WSD method
Input

A number of major airlines adopted
continental airlines’ - --

Output | A number5 of major airlinesl
adopted continental? airlines? - - -

In Table 1, underline signifies polysemous noun.
‘Output’ shows that caclt noun is replaced by a
symbol word which corresponds to cach sense of
a word. We call ‘Input’ and ‘Output’ in Table 1,
an original article and a new article, respectively.

Table 2: The definition of ‘number’

numberl: | Every number occupies a unique
position in a sequence.

number2: | He was not onc of our nunber,

numberd: | A telephone number.

number4: | She was number seveu in the race,

numberd: | A large munber of people.

Table 2 shows the definition of ‘number’ in the
Collins English Dictionary. ‘numberl’ ~ ‘num-
berd® are symbol words and show different senses
of "number’.

3.2 Linking Nouns with their
Semantically Similar Nouns

QOur method for classification of articles uses the
results of disambiguation method. The problems
here are:

1. The frequency of every disambiguated noun
in new articles is lower than that of every pol-
ysemous noun in original articles. For exam-
ple, the frequency of ‘numberd’ in Table 1 is
lower than that of ‘number’!., Furthermore,
some nouns in articles may be semantically
similar with ecach other, For example, ‘num-
berb’ in Table 2 and ‘sum4’ in Table 3 are
almost the same sense.

2. A phrasal lexicon which Walker suggested in
his method gives a negative influence for clas-
sification.

f all ‘number’ are used as ‘numberd’ sense, the
frequency of ‘number’ is the same as ‘number5’.



Table 3: The definition of ‘sum’ in the dictionary

suml: | The result of the addition of num-
crs,

suma2: Jne or more columns or rows of
numbers to be added.

sum3: | The limmt of the first n terms of a
converging infinite series as n tends
to infinity.

sumd: | He borrows enormous smns.

sumb: | The essence or gist of a matter.

In order to cope with these problems, we linked
nouns in new articles with their scmantically sim-
ilar nouns. The procedures for linking are the fol-
lowing five stages.

Stage One:  Calculating Mu

The first stage for linking nouns with their se-
mantically similar nouns is to calculate Mu he-
tween noun pair @ and y in new articles. In order
to get a reliable statistical data, we merged every
new article into one and used it to calculate Mu.
The results are used in the following stages.

Stage Two: Representing every noun as a vector

The goal of this stage is to represent every noun
in a new article as a vector. Using a term weight-
ing method, nouns in a new article would be rep-
resented by vector of the form

- W) (2)

where w; is the element of a new article and cor-
responds to the weight of the noun w;. In our
method, the weight of w; is the value of Mu be-
tween v and w; which is calculated in Stage One.

v = (wy,we,--

Stage Three: Measuring similarity between
vectors

Given a vector representation of nouns in new
articles as in formula (2), a dissimilarity between
two words (noun) vy, vy in an article would be
obtained by using formula (3). A dissimilarity
measure is the degree of deviation of the group
in an n-dimensional Euclidean space, where n is
the number of nouns which co-occur with vy and

Vg,
2 _ 5
it e (Vi = )

Dis(vy,vg) = 71 (3)

G = (Gi,+,gn) is the centre of gravity and | 7 |
is the length of it. A group with a smaller value
of (3) is considered semantically less devient.

Stage Four:  Clustering method

For a set of nouns wy, wy, - -, w, of a new
article, we calculate the semantic deviation value
of all possible pairs of nouns.

Table 4 shows sample of the results of nouns
with their semantic deviation values.

Table 4: Pairs of nouns with Dis(vy,vy) values

BBK
0.125  sharel companyl
0.140 giorgio di
0.215 shares2 share2
0.262 share2  companyl
0.345 new3 yorkl

In Table 4, ‘BBIC shows the topic of the arti-
cle which is tagging in the WS/, i.e. ‘Buybacks’.
The value of Table 4 shows the semantic deviation

value of two nouns?.

The clustering algorithm is applied to the sets
shown in Table 4 and produced a set of semantic
clusters, which are ordered in the ascending order
of their semantic deviation values. We adopted
non-overlapping, group average method in our
clustering technique (Jardiue, 1991). The sample
results of clustering is shown in Table 5.

Table 5: Clustering results of ‘BBK’

0.125  [sharel companyl]

0.140  [giorgio di]
0.215  [shares2 share2]
0.251  [sharel companyl share2 shares?2]

The value of Table 5 shows the semantic deviation
value of the cluster.
Stage Five: Linking nouns with their semanti-
cally similar nouns

We selected different 49 articles from 1988, 1989
WSJ, and applied to Stage One ~ Four. From
these results, we manually selected clusters which
are judged to be semantically similar. For the se-
lected clusters, if there 1s a noun which belongs
to several clusters, these clusters arc grouped to-
gether. As a result, cach cluster is added to a
sequential number. The sample of the results are
shown in Table 6.

Table 6: The results of Stage Five

Seq. num | Semantically similar nouns

wordy: bank3, banks3

wordy: canadal, canadad
words: Americanl, expressl
wordy: co., corp., companyl - -

words: August, June, July, Sept. Oct. ---

new2 york?2

*In Table 4, there arc some nouns which are not
added to the number, ‘1" ~ ‘3’ e.g. ‘glorgio’, ‘di’.
This shows that for these words, there is only one
meaning in the dictionary.
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‘Seq. num’ in Table 6 shows a sequential number,
Qoord)’, « - fword,,” which are added to the group
of semantically similar nouns®. Table 6 shows,
for example, ‘new?2’ and ‘york2’ are scmantically
similar and form a phrasal lexicon.

3.3 Clustering of Articles

According to Table 6, frequency of every word in
new articles is counted, i.e. if a word in a new
article belongs to the group shown in Table 6,
the word is replaced by its representative number
eord;’ and the frequency of “word;” is counted.
For example, ‘bank3d’ and ‘banks3’ in a new arti-
cle are replaced by “word;’, and the frequency of
‘word;” equals to the total munber of frequency of
‘bankl’ and ‘hanks3’.

Using a term weighting method, articles would
be represented by vectors of the form

A = (wi,wy, - wy) (4)

where w; corresponds to the weight of the noun
i. The weight is used to the frequency of noun.
Given the vector represeuntations of articles as in
formula (4), a similarity between A; and A; are
calculated using formmula (1). The greater the
value of Sim(A;, Aj) is, the more similar these
two articles are. The clustering algorithm which
is desceribed in Stage Four is applied to cach pair of
articles, and produces a sct of clusters which are
ordered in the descending order of their semantic
stmilarity values.

4 FExperiments

We have conducted four experiments, i.c. “Freq’,
‘Dis’, ‘Link’, and ‘Method’ in order to examine
how WSD method and linking words with their se-
mantically similar words(linking method in short)
affect the clustering results. ‘Treq’ is frequency-
based experiment, i.c. we use word frequency for
weighting and do not nuse WSD and linking meth-
ods. ‘Dis’ is concerned with disambiguation-based
experiment, Le. the clustering algorithm is ap-
plied to mew articles. ‘link’ is concerned with
linking-based experiment, i.c. we applied linking
method to originel articles. ‘Method” shows our
proposcd method.

4.1 Data

The training corpus we have used is the 1988,
1989 WSJ in ACL/DCT CD-ROM which consists
of about 280,000 part-of-speech tagged sentences
(Brill, 1992). From this corpus, we sclected at
random 49 different articles for test data, each
of which consists of 3,500 sentences and has dif-
ferent topic name which is tagging in the WSJ.
We classified 49 articles into eight cafegories, e.g.

3In our experiments, m equals to 238.
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‘market news’, ‘food- restaurant’, ete. The dictio-
nary we have used is Collins English Dictionary
in ACL/DCI CD-ROM.

In WSD method, the co-occurrence of x and y
for calculating Mu is that the two words (@,y) ap-
pear in the training corpus in this order in a win-
dow of 100 words, i.c. @ is followed by y within
a 100-word distance. This is because, the larger
window sizes might be counsidered to be useful for
extracting semantic relationships between nouns.
Basic words are sclected the 1000th most frequent
words in the reference Collins English Dictionary.
The length of a sentence X which contaius a pol-
ysemous noun and the length of a sentence of
dictionary-definition are maximum 20 words. For
cach polysemous noun, we sclected the first top 5
definitions in the dictionary.

In linking method, a window size of the co-
occurrence of @ and y for calenlating Mu is the
sauie as that in WSD method, L.e. a window of 100
words. We selected 969 ~ 9128 different (noun,
noun) pairs for each article, 377 ~ 1259 differ-
ent nouns on condition that frequencies and Mu
are not low (f(x,y) > 5, Mu{wx,y) > 3) to per-
wit a reliable statistical analysist. As a result of
Stage Four, we maunally sclected clusters which
are judged to be semantically similar. As a result,
we selected clusters on condition that the thresh-
old value for similarity was 0.475. For the selected
clusters, if there is a noun which belongs to sev-
eral clusters, these clusters are grouped together.
As a result, we obtained 238 clusters in all.

4.2  Results of the experiments

The results are shown in Table 7.

Table 7: The results of the experiments

Article  Nuwm | Freq Link Dis Method
5 10 4 4 ) 8 )
10 10 4 G 6 9
15 10 7 7 7 8
20 10 6 6 6 6
T Total 40 21 23 24 31
(%) (-) (52.5) (57.5)  (60.0) (77.5)

Iu Table 7, ‘Article’ means the number of articles
which are sclected from test data. ‘Nwm’ means
the number for cach *“Article’, i.e. we sclected 10
scts for cach *Article’. ‘Freq', ‘Link’, ‘Dis’, and
‘Method’ show the number of sets which are clus-
tered correctly in cach experiment.

The sample results of *Article = 20" for each
experbment is shown in Figure 1, 2, 3, and 4.

In Figure 1, 2, 3, and 4, the X-axis is the sim-
ilarity value. Abbreviation words in cach Figure
and categories are shown in Table 8.

THere, f(a,y) is the munber of total co-occnrrences
of words @ and y in this order in a window size of 100
words.
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Figure 1: The results of ‘Freq’ experiment
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Figure 2: The results of ‘Link’ experiment
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Figure 3: The results of ‘Dis’ experiment

5 Discussion

1. WSD method

According to Table 7, there are 24 sets which
could be clustered correctly in ‘Dis’, while 21 sets
in ‘Freq’. Examining the results shown in Fig-
ure 3, ‘BVG’ and ‘HRD’ are correctly classified
into ‘food - restaurant’ and ‘market news’, respec-
tively. However, the results of ‘Freq’ (Figure 1)
shows that they are classified incorrectly. Table
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Figure 4: The results of ‘Method’ experiment

Table 8: Topic and category name

Category Topic

market BBEK: Buybacks

news BON: Bond Market News
CEO: Dow Jones interview
DIV: dividends
ERN: carnings
HRD: Heard on the street
STK: stock market
TNM: tender offers

sclence ARO: aerospace

metal PCS: precious metals, stones, gold

food BVG: beverages

restaurant FOD: food products
PRO: corporate profile
REC: recreation, entertainmment
RFD: restaurant, supermarket
retailing RET: retailing
environment | ENV: environment

HEA: health care providers, medicine
MTC: medical and biotechnology

chemical

farm CMD: commodity news, farm products

9 shows different senses of word in ‘BVG’, and
‘HRD” which could be discriminated in ‘Dis’.

In Table 9, for example, ‘sccurity’ is high frequen-
cies and used in ‘being securce’ sense in ‘BVG’ ar-
ticle, while ‘security’ is ‘certificate of creditorship’
sense in ‘HRD’. One possible cause that the re-
sults of ‘Freq’ is worse than ‘Dis’ is that these
polysemous words which are high-frequencies are
not recognised polysemy in ‘Freq’.

2. Linking method

As shown in Table 7, there are 23 sets which
could be clustered correctly in ‘Link’, while 21 sets
in ‘Freq’. For example, ‘ERN’ and ‘HRD’ are both
concerned with ‘market news’. In Figure 2, they
are clustered with high similarity value(0.943),
while in Figure 1, they are not(0.260).

Examining the results, therc are 811 nouns
in ‘ERN’ article, and 714 nouns in ‘HRD’, and



Table 9: Different word-senses in BVG and HRD

BVG HRD

the state of certificate of
being secure creditorship

security

rate a quantity in relation | price of charge
sale the exchange of goods | the amount of sold
stock total goods stock market

of these, ‘shaves’, ‘stock’, and ‘share’ which are
scmantically similar are included.  In linking
method, there are 251 nouns in *‘ERN’ and 492
nouns in ‘HRI)’ which are replaced for represen-
tative words. However, in ‘Freq’, cach nouu cor-
responds different coordinate, and regards to dif-
ferent meaning. As a result, these topics are clus-
tered with low similarity value.

3. Our method

The results of ‘Method’ show that 31 out of 40
sets are classified correctly, and the percentage at-
tained was 77.5%, while ‘Freq’, ‘Link’, and ‘Dis’
experitment attained 52.5%, 57.5%, 60.0%, respec-
tively. This shows the cffectiveness of our method.

In Figure 4, the articles are judged to classify
into eight categories. Examining ‘ERN’, ‘CEQ’
and ‘CMD’ in Figure 1, ‘CEO’ and ‘CMI’ are
grouped together, while they have different cat-
egories with cach other.  On the other hand,
in Figure 3, ‘ERN’ and ‘CEQ’ are grouped to-
gether correctly. Examining the nouns which are
belonging to ‘ERN’ and ‘CEQ’, ‘plant’(factory
and food senses), ‘oil’(petrolenm and food), ‘or-
der’{command and demand), and ‘interest’(deht
and curiosity) which are high frequencies are cor-
rectly disambiguated. Furtherimore, in Figure 4,
‘ERN’ and ‘CEQ’ are classified into ‘market news’,
and ‘CMD’ are classified into ‘farm’, correctly. For
example, ‘plant’ which 1s used in ‘factory’ sense is
linked with semantically similar words, ‘manufac-
turing’, ‘factory’, ‘production’, or ‘job’ cte.. In a
simnilar way, ‘plant’ which is used in “‘food’ sense
is linked with ‘environment’, ‘forest’. As a result,
the articles are classified correctly.

As shown in Table 7, there are 9 sets which
could not be clustered correctly in our method. A
possible improvement is that we use all definitions
of words in the dictionary. We selected the first
top b definitions in the dictionary for ecach noun
and used them in the experiment. However, there
arc some words of which the meanings arc not in-
cluded these selected definitions. This causes the
fact that it is hard to get a higher percentage of
correct clustering.  Another interesting possibil-
ity 1s to use an alternative weighting policy, snch
as the widf (weighted inverse document frequency)
(Tokunaga, 1994). The widf is reported to have a
marked advantage over the edf (énverse document
frequency) for the text categorisation task.
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6 Conclusion

We have reported an experimental study for clus-
tering of articles by using on-line dictionary defi-
nitions and showed how dictionary-definition can
use effectively to classify articles, each of which be-
longs to the restricted subject domain. In order
to cope with the remaining problems mentioned
in section 5 and apply tlis work to practical use,
we will conduct further experiments.
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