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Abstract

A system for the resolution of syntac-
tic ambiguities is llustrated which op-
erates on morpho-syntactically ambigu-
ous subjeci-object assignments i Lalian
and tries o find the most likely analysis
on the basis of the evidence contained
in a knowledge hase of linguistic data
automatbically extracted from on-line re-
sources. ‘The system works on the basis
of a set of straightlforward analogy-hased
principles. Its performance on a substan-
tal corpus of test daba extracted from
real texts is described.

1 Introduction

In this paper, a system for the resolution of syn-
tactic ambigmties is illustrated:  SenSOR - the
SlEmaNtic Subject-Object. disamnbiguatoR - oper-
ates on morpho- syntactically ambiguous subject-
object assigninents in Malian and tries Lo find the
most likely analysis by using the evidence con-
tained 1 a knowledge base of linguistic data anto-
matically extracted from machine readable dictio-
varies (MRDs), both taxonomic information and
example sentences. The system works on the ba-
s1s ol a set of straightforward analogy-based prin-

ciples which have been used for a wide range of

NLP applications (Pirrelli et al., 1992; Monte-
magni ¢t al., 1994; PFederict et al,, 1996). Both
inherent semantic propertics of words (as embod-
ied by taxonomical relationships) and word distri-
butional propertics (as attested in example sen-
tenees) are exploited as a clue to the most likely
Subjecl-Object Assigniient (SOA).

We start with an illustration of the parsing
problem, to move on to a consideration of the na-
ture of the lexico-scmantic knowledge usable for
163 solution. SenSOR’s Knowledge Base (KB) is
then deseribed, together with the function which
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projects ambiguous SOAs onto KB in the search
for the best candidate analogue. Two different
tests of SenSORs performance are illustrated and
discussed in some detail. Finally, further improve-
ments are sketched and other possible applications
ol the system envisaged.

2  The problem

A crucial problem in parsing Italian is the assign-
ment of subject and object relations to sentence
constituents. [t is often the case that grammalt-
ical relations cannot be assigned unambiguously
on the basis of morpho-syntactic information only:
in the sentence il bambino legge il Libro ‘the child
reads the book’ agreement information s not de-
cisive for SOA since both nominal constituents
agree with the verb. Oun the other hand, word or-
der information cannot be relied on conclusively
due to the freedom allowed in the ordering of sen-
tence constituents in ltalian, where virtually all
permutations of verb, subject and object are pos-
sible.

‘The ambiguities stemming from this (reedom
are ubiquitous and represent a problem for any
NLP gystem dealing with Italian, a problem to
whose resolution a wide variety of factors, both
linguistic (i.c. phonological, morphological, syn-
tactic, lexico-semantic and pragmatic) and extra-
linguistic (i.e. based on world knowledge), con-
tributes. Here, we concentrate on how morpho-
syntactically ambiguous SOAs can be solved on
the basis of lexico-semantic knowledge; in particu-
lar, the focus is on the lexico-semantic restrictions
that a verh or a noun imposes on its context.

3 On the nature of lexico-semantic
knowledge

The lexico-semantic knowledge used for our pur-
poses consists of typical Verb-Subject/Object
{(VSO) co-occurrence patterns, automatically ac
quired from MRDs, whose single elements are ex-



pressod as individual words, T'hese patterns ave
ol a heterogencons nature and represent both Lit-
eral and ligurative (metonynncal or metaphorical)

usages: for instance, the set of typical objects of

the verh bere “drink™ ranges [rom caffe coffee’ Lo
eeliere “alass” and benzima gasoline”. "They cor-
responcd to more or less constrained word combina
Lions which include idiosyneratic collocations (as
in commetlerc-ussassinio “comnub-mirder’. where
assassinao cannol be replaced by any scmanti
cally equivalent word such as weersione “killing”)
as well as regular co-oceurrence restrictions (as in
aprive-porla “open-door’, where porta is a Lypical
imstance ol the class of “openable™ ohjects).

Such a typology of data raises the question
ol whether and how well patterns acquired from
dictionaries and expressed in terins of udivid-
nal words can he used for disambiguation pur-
poses.  In the recent literature, "Psnjii et al,
(1992) and Hindle and Rooth (1993) among oth:
ers use pure word co-occurrence nformation ac
quired from textual corpora for dealing with pars
ing problems such as prepositional phrase attach-
ment. Lexical acquisition is carvied out on large
textual corpora by nicans of statistical techniques,
whereby cach pair ol co-occurring words s sup-
plied with a measure of their association strength.

Clearly, when it comes to dala acquired from
cictionaries it makes no sense to rely on measures
ol association strength, as each pattern is usually
altested only once. Morcover, the overall number
of different extracted patterns is cortainty smaller
than 1 the acquisition were performed on large
textual corpora. ‘This makes the issue of generali-
salion over individual patterns more crucial than
with data acquired from textual corpora.

Traditional example-based techniques address
this issue by using a thesanrus to calenlate the
match between the input to be disainbiguated and
the known examples.  Yet, the thesaurus cap-
tures only certain kinds ol relationships between
words, namely synonymy and hyvperonyimy, rela-
tions which do not exhaust the many salient dis-
timctions allecting word co-occurrence, "I'his point.
has been raised in the example-hased literature
by Nirenburg et al. (1993) and Uramoto (1994):
i order to complement thesaural relationships,
Nirenburg et al. resort (o morphological informa-
Lion and antonyms, whercas Uramoto uses “con-
Junetive relationships™ acquired from corpora (i.c.
words, such as sequences of actions, which appear
together in coordiated structures).

Sets of semantically sintlar words can also be
1968):
cach noun can be characterised according to the

imferred from their distribution (Harris,
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verbs it appears with as a subject or object; simi-
larly, cach verh can be classilied on the basis of the
subject or object nouns it co-oceurs with, Words
occurring in the same context can be elassified
as seinantically similar, althongh the similarity in
this case 1s grounded on some covert propertics,
as shown by Hindle (1990) who derived semanti-
cally related classes of nouns from their syntac-
tic distribution. Tn the example-based literature,
a context-based approach is adopted by Uramoto
(1994} but 1s restricted to the treatiment ol un
known words only.

Sumiming up, patterns awtomatically extracted
[rom MRDs are heterogencous in their nature
and constitute a relatively small collection of data
which need be generalised over somchow. Clearly,
any self-learning algorithm trained on them has
to proceed with care, through stepwise caulious
inferences rather than sweeping generalisations,
A appropriate wnferential strategy should exploit
both inlicrent semantic properties of words (as re-
[lected by thesaural velationships) and distribu-
tional sinilarities,

4 Resolution of ambiguous SOAs

SenSOR s a specialised version of a general pur
pose language-learning system (Federier, 1991,
Pireelii, 1993; Federici et al., 1991). Analogy is the
fundamental principle which lies behind its fune-
ttoning and architecture. Broadly speaking, gen-
eralisation by analogy s defined as the inferential
machinery through which an unknown linguistic
object (the “target object” or 'I'O) is seen as an
analogne Lo already known objects (the “base ob-

Jects” or BOs) so Lhal whatever piece of (linguis-

tic) mmformation is acquired about the latter can
be used to make predictions about the former too.
For the present purposes, this means that an am-
bignous SOA is solved on the hasis of its analogy
to alrcady lamiliar sentences whose grammatical
relations are already known.

SenSORs inferential routine requires: 1) a
structured data set of BOs constituting KB i)
a 'O 1o be mlerpreted; 1) a best-analogue(s)
function projecting "1'0 onto KB for the best ana-
togre(s) to be selected.

4.1  ‘The internal architecture of KB
The internal organisation of K13 plays a crucial

role i\ the inferential routine of the system.

4.1.1

Let us first consider how the VSO patterns ac-
quired from a dictionary source are formalised and
stored. In the carrent, KB all patterns consist of

Represcentation of base objects



two clements: a Verb and a Subject (VS pattern),
or a Verb and an Object (VO pattern). lsach pat-
tern 1s assigned a two-level representation consist-
g of aset. of “inherent features”™ describing its el-
ements (context-independent vepresentation), and
a set of “relational features” specifying the role of
cach element within the lexico-semantic context
described by the pattern (context-dependent rep-

resentation), as exemplified in (1) below:
(1) LEGGERE-LIBRO/O "READ-BOOK/’
inherent features relational features
Verb(LEGGERE) Prodicate(LEGGIRE)
Noun(LIBRO) Object{LIBRO)

In the top line, an identifying label is provided
(LEGGLERE-LIBRO/O), where “/O” (short for
“Object”) specifies the syntactic relation of the
noun relative to the verb. In the left column,
the inherent features of each element of the pat-
tern are specified.  Since (1) illustrates the sim-
plest possible pattern, i.e. a word co-occurrence
pattern, Noun and Verb slots are fitled in by ac-
tually occurring lexemes only, encoded in capital
letters. In the right column, containing relational
features, LIVGGIRI 15 characterised as the “pred-
icate” with respect to LIBRO, and LIBRO as the
“object” of LIGGERIY.

More complex patterns can be envisaged: e.g.
taxonomical information can be associated with

nouns and/or verbs, as shown in (2):

(2) LEGGERE-LIBRO/O ‘TEAD-BOOK /O’
ntherent features relational features
Verb({LEGGERE Prodieate{ LG GRS
interpretare /1) interpretare/i1)
Noun[LIBRO Objoct(LIBRO
pubblicazione/I) pubblicazionc /11)

Taxonomical information is encoded in lower-
case: anlerpretare/H means that the verb inter-
pretare ‘interpret’ is the H(yperonym) of LI'G-
GRS, More generally, an “ /X suflixing a low-
ercase string specifies the sort of semantic relation
(X)) linking the suffixed string with the actual lex-
cme (in uppercase).

4.1.2 Core patterns

The patterns considered so far do not exhaust
the typology of lingmstic information possibly
stored 1n KB3: more abstract patterns, generalis-
ing over actually attested ones, are also stored on a
par with actual co-occurrence patterns, to be used
by the inferential routine of the system. These ab-
stract patterns, called “core patterns”, contain the
amount of redundant information conveyed by the
attested evidence and are antomatically extracted
by the system through the analogy-based mecha-
nism known as “core extraction”.

A core pabtern 1s extracted from two analogous
patterns which shave a certain amount of informa-
tion. In practice, for an analogy between two lin-

guistic objects to be recognised as relevant (Lhus
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triggering corce extraction) a match is to be found
between the elements of the pattern at both levels
of inherent and relational features. Ilor instance, a
relevant analogy is found between the VO patterns

in (3) and {4) below, since the two have at least
one Inherent feature and one relational feature in

common for the same element type (noun or verb).
The corresponding extracted core is shown in (5):
(3) _PRENDERIE-SEDE/O ‘TAKE_UP-RESIDENCGE/O
mherent features relational features
Vorb(PRENDERE) Predicate( PRENDERE)
Noun(SEDE luoga/H) Ob ject (SEDE Tyogo/IT)

(1) PRENDERE-STANZA/Q ‘TAKE_UP-ROOM/Q’
inherent features relational features
Verb(PRENDERE) Prodicate{ PRENDERE)
Noun(STANZA luogo/HY Object (STANZA luogo/IT)

(5) PRENDERE-luogo/11/0O “I’AKE . UP-place/H/O’
inherent features velational features
Voerb(PRENDERE) Predicate{PRENDERT)
Noun{Tuoga/H) Objoct{luogo/H)

(5) expresses the following generalisation: when
the verb PRENDERFE co-occurs with a noun hav-
ing luogo as a H(yperonym), then this noun is
interpreted as the object. Core extraction is thus
used as a step towards abstracting away from ac-
tual words in the direction of a more semantically-
grounded form of analogy. Note incidentally that,
for reasons of computational efficiency, core ex-
traction does not apply to core patlerns, but to
attested patterns only.

4.1.3 Paradigmatic structures

Another important feature of the internal struc-
ture of KB relates to the existence of “paradig-
madtic structures” of nouns and verbs based on
their distribution in I{B3 patterns: nouns which
are subject of the same verb exhibit, likewise ob-

Jeets of the same verbh, a sort of semantic simi-

larity; the same can be said of verbs which take
the same subjects (or the same objects). The na-
ture of this similarity varies [rom case Lo case and
reimains unplicit in the different groupings. Con-
sider the two sets of patterns below:
(6)  a. SALIRR-FUMO/S
b. SALIRE-MAREA/S
¢. SALIRE-PREZZO/S

d. SALIRE-QN/S
c. SAIIRE-STRADA/S

(1) a. ABBASSARSI-TEMPERATURAJS
b ALZARSI-TEMPERATURA/S
¢. CALARE-TEMPERATURA/S
d. OSCILLARI-TEMPERATURA/S
e. SCENDERE-TEMPERATURA /S
The core of the VS patterns in {6) is represented
by SALIRI (whose translation in Ga-e varies from
‘rise” to ‘comne in’, ‘go up’, ‘climb’), or more pre-
cisely by the set of both inherent and relational
features associated with it.  Similarly, the core
of the VS patterns in (7) above is THEMPER-
ATURA/S “temperature/S’. Lel us focus now on
the elements which are NOT shared i (6) and

(7). FUMO/S ‘smoke/S’, MAREA/S “tide/S’,



PREZZO/S ‘price/S’, QN/S someone/S” and
STRADA/S road/S” on the one hand, ABBAS-
SARST Hall’, ALZARST “rise’, CALARI ‘drvop’,
OSCHLARE “Nuctuate’ and SCENDERE fall’
on the other hand are m complementary distri-
bution relative to their core (i.e. they represent
parallel cholces in the same context). Tables in
(8) and (9) below lustrale these word associa-

[ SATIRTE PUNMO/S

TMATRLAJS

PRIVZZO/S

tions as modelled i K13:
(8)

QN/S
| STRATIA/E

() [ APTARSARST | TEMPERATUR A7
CALZARST
CALARE
TSI ARE ]
TETRNTRRT

(8) and (9) are distributional “paradigms” where
the core represents the mvariant element common
to all patterns and clements i complementary
distribution are assigned distinel “paradigmalic

slots™.

4.2  Best-analogue(s) function

‘I'he best-analogue(s) function projects the target
object 'O onto KB in the scarch for the best can-
didate analogue. It operates as follows:
a) BO(s) whose inherent features are fully con-
tained within the set ol imherent features ol "T'O
is/are selectod;
L) i more than one candidate analogue is found,
the analogue which s specified for the greatesl
naumber of inhercnt features (hereafter referred to
as the “best analogue™) wins oul over the others;
¢} ify alter steps a) and b) have been taken, no
best analogue is found (i.e. either there is more
thaun one best analogue or none), then control is
passed to “paradigm extension” (sce inlra),
d) i also paradigim extension fails to provide a
tnigue interpretation, then 'TO is left awnbiguous,
More concretely, given the input sentence o
bumbino legge i fibro “the child reads the hook?,
the system will be able to identily o libio as
the object of legge on the basis of the paltern
LEBGGERI-LIBRO/O o (1) and/or (2) above,
This is the case of a full match, since leggere-libro
s an already known co-occurence pattern.
Suppose now  that SenSOR has to  disam-
biguate the verb-noun combination  prendere-
dimora take_up-residence’, where dimora s sup-
plicd 1 input with its taxouyim(s) bub is not al-
tested as such o KB "The interpretation of the
target expression is still possible thanks Lo the
presence of fuogo “place” among the taxonyms of
dimora; 1.c0 'TO s interpreled as a VO patlern
on the basis of the core paltern PRISNDIRI-

tuogo/11/0 in (5).
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When neither a) nor b) are viable, the most
hkely interpretation is yiclded on the basis of dis-
tributional criteria. Paradigms (8) and (9) above
can be exploited to make inferences about SQAs
through paradigi extension, a process which in-
volves the tentative correlation of two words which
are nol secn as co-occurring within KB, Paracdigm
extension i1s defined as follows: if an clement A
(whether verb or noun) shares a core with another
clement I3 (of the same type), then I3 is allowed
to imherit the paradigmatic slots of A (if any).

Suppose  that the word combination salire-
Lemperalura ‘rise-temperature’ is to be interpreted
by SenSOR. The system will entertain two mu-
tually exclusive hypotheses, with temperatura as
cither subject or object of salive. Consider the
first hypothesis. The paradigms of SALIRI and
TEMPERATURA/S are in (&) and (9) above.
Paradigni extension checks whether there exists
a nonemptly interscction between the paradig-
matic slots of SALIRIY and those of the verbs
in the paradigm of T'MPERATURA/S. In order
to support the SALIRI-TEMPERATURA/S hy-
pothesis the system needs to find a co-oceurrence
pattern where at least one of the [illers of the
paradigialtic slots of SALIRE (ie. I'UMO/S,
MARIAJS, etel) co-oceurs with one of the fillers
of the paradigmatic slots ol TISMPERATURA/S
(t.e. ABBASSARSL, SCENDISRIE, ete.) asshown
in (10) below:

(10) SALIRE |  TOMG —
QN
MATRIEA
PRELZO
STRADA
TEMPERATURA

"SCENDERE

where the relevant paradignis appear to share the
slots MARIEA/S, PRIEZZO/S and STRADA/S.
frrom this 1t follows that the hypothesis fem-
peratura being the subject is justifiable through
paradigm exteusion.  As to the hypothesis with
TIMPERATURA as an object, no supporting
paracigmatic evidence 1s lound in KB.

The same process also accounts for more irreg-
ular cases, such as the co-selection of nouns and
semantically light verbs (also known in the hter-
ature as “support verhs”). Morcover, it can he
used to justify cases of metaphor and mctonymy
(Montemagni, 1995).

Summing up, in SenSOR analogy operates both
al the level of the internal organisation of K3 as
a whole and in the scarch for the best analogue
at the interpretation stage. ‘I'he analogy-based
inferential routine s rather weak and conserva-
Ltive at the acquisition as well as the interpretation
stage. [n acquisition, core patierns are extracted
by matching divectly attested patterns only (as



opposcd Lo already extracted corves). T interpre-
tation, the use of directly attested cvidence s al-
ways preferred over tnferred evidence, 1.0 over
core patlerns and extended paradigms. When the
system is confronted with unknown combinations
ol words or even with unknown words (i.c. words
which are not directly attested within KB but lor
which taxonomical information is avatlable), it in-
terprets them insofar as they are analogically re-
lated to already known word contbinations.

5 Performance

T'wo different experiments were designed to test
SenSOR’s performance:
carried oul on large amounts of data, K3 was con-

in the f{irst experiment,

stituted by pure word co-occurrence patterns; the
second experiment was meant (o assess how and
to what extent taxonomical inlormation nmproves
the system’s performance.

5.1 Experiment 1

Pure word co-occurrence patterns represent the
minimal imput configuration the system can deal
with. With these patterns, the system carries oud
the SOA task mostly via paradigm extension.

In this experiment, KB consists of 18,585
VS/VO  patterns  extracted  from the Collins
[talian-Fnglish (1985) and Garzanti {1984) dictio-
naries. ‘he test was carried out on 4,279 morpho-
syntactically ambiguous SOAs clicited {rom real
texts. The resulls of this experiment are reported
in the table below.

u abs. % (TW K13
n vel. W 1 vel. %
[RJ1N 2,856 G6.T 22 0.8 862 20.2
WRONG 251 5.9 - - 24 9.5
AMBIG. 1,172 274 611 52.1 n.a n.a
TOTAL 1,279 100.0 G 118 ke 20.0

Correctness 1s 66.7% and the accuracy rale
(whereby "1'O’s which SenSOR. leaves ambiguous
are not. counted in) is 92%. As to the unresolved
cases, more than a hall (i.e. 611 out of 1.172) con-
tains an unknown word (i.e. UW). Note that alew
cases ol unknown words (22) are successfully in-
terpreted on the basis of cores which are specificd
for verh or for noun information only {c.g. intran-
sthive verbs are attested with subjects only).

[t is interesting to note that about one third of
TOs correctly interpreted by SenSOR are knowun
examples (K19), although in some cases this pre-
vious knowledge is misleading. 24 TO%, alrcady
known |)\ the 5.\/731,(—}“1 nnelor o certaid inwerpretas
tion, are in fach used in the target conlext un-
der a different intepretation. To give an example,
this typically occurs with verbs undergomng the

causative-inchoative alternation (c.g.  affondare
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‘sink’) where the object of the transitive reading
of the verb (c.g. nave *ship’) can also be the sub-
ject of its intransitive reading. In cases like these,
SenSOR, s bound to fail, as they cannot be re-
solved on the basis of lexico-semantic knowledge,
but. require knowledge of the general context in
which the sentence s uttered.

5.2  Experiment 2

In a second experiment, KB cousists ol 10,307
VS/VO patterns extracted from the Collins bilin-
gual dictionary. lFor testing, we randomly cox-
tracted 500 ambiguous SOAs from the test cor-
pus used in Experiment 1. For cach clement of
the patterns, taxonomical information is specified,
thus maling possible generalisations over patterns
sharing the same taxonomical mformation.

Since words in the acquired patterns are not dis-
ambiguated as to their word sense in the specilic
context, all theie possible immediate taxouyms are
specified, only one of which is appropriate to the
context described by the pattern. ln spite of the
introduced "noise”, the performance of SenSOR
shows a statistically significant improvement on
the previous experiment, as illustrated in the ta-
ble below.

n. abs. % UwW KE
n. rel. % 1. rel.
OK 368 73.6 62 16.8 110
WRONG 54 10.8 7 12.9 3
AMDBIG. T8 15.6 64 82.0 n.a. 1n.a.
TOTATL 500 L00.0 132 26.6 114 22.6

Correctness rises 1o 73.6% and the accuracy rate
slightly falls down to 87.2%. Due to the pres-
ence of taxonomical information in K13, the sys-
tem has more core patterns to rely on. As a re-
sult, the inferential role of paradigm extension s
reduced with respect to Experiment | where ox-
tended paradigms play a more promineut role in
supporting possible inferences.

6 Conclusions

At this stage of development, SenSOR’s perfor-
mance, remarkably satisfactory when ouly word
co-oceurrence patterns are used, still improves by
adding one level of non-disambiguated taxonyms
to words in the patterns. Looked al [rom this
perspective, SenSOR scems to combine the ad-
vantages of two worlds: on the one hand, it is
capable of drawing inferences from pure word co-
occurrence patterns (as in strictly distributional
approaches); on the other hand, it overcomes the
hottlencck problem of data sparseness by exploit-
ing taxonomical relationships to make the most of
comparatively small collections of typical patterns
of use (as in example-based techniques). Most no-



tably, such a twolold strategy proves to he flexible
chough to come to grips with a notoriously slip-
pery source ol information such as MRDs, which
appear o have eluded so far most altempts to
use their lexico-semantic mlormation automati-
cally (Velardi, 1991).

Trammed on different kinds ol data, SenSOR.
has the potential of dealing well with other sorts
ol syntactic ambiguity sucle asx PP oattachoent,
and with compound nouns interpretation or word
sense disambiguation (Montemagni et al. 96).

Several strategios can be pursued to refine its
inlerential power:

. the tmmediate taxonyms ol clements i the
patterns can in their turn be assoctated with therr
own taxonyms, and so on and so foreh up to the
top of the Laxonomy (il necessary): this would re-
sult 1 more powerlul generalisations, sinee cores
based on more general semantic mformation get
extracted; clearly, this strategy requires disan-
biguated taxonys,

2. the best-analogue(s) function can he made sen-
sitive to the semantic granularity of both core pal-
terns and extended paradignms, so thal specilic se-
mantic evidence 18 always given priority over more
general evidence (which is eventually used only for
lack of the fatter); this wdea meets the need for
keeping the mferential routine of the SenSOR as
weak and conservative as possible;

3. VSO patterns can be supplied during training
with [requency information of their occurrence in
large textual corpora; requency can then he used
as a preferential cue for SenSOR. 1o settle on the
most plawsible SOAL

1Al ideas of this paper are Lhe outcome of a joint ¢f-
fort. For the speafic concerns ol the Tlalian Academy
only, Montemagni is responsible forsections 2,3, 4011,
4.1.3, Federicr for sections 4.1.2, 5. 6 and Purelli for

sections 1, <1, 4.2,
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