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Abstract

This paper suggests a method to align
Korean-Fnglish parallel corpus. The
structural disstiilarity between Korean
and Indo-European languages requires
more flexible measures to evaluate the
alignment candidates between the bilin-
gual units than is used to handle the
pairs of Indo-European languages. The
flexible measure is intended to capture
the dependency between bilingual items
that can occur in different units accord-
ing to different ordering rules. The pro-
posed method to accomplish Korean-
English alignment takes phrases as an
alignment unit that is a departure from
the existing methods taking words as
the unit. Phrasal alignment avoids the
problem of alignment units and appease
the problem of ordering mismatch. The
parameters are estimated using the KM
algorithm. The proposed alignment al-
gorithm is based on dynamic program-
ming. In the experiments carried out
on 253,000 Enghsh words and its Ko-
rean translations the proposed method
achived 68.7% in accuracy at phrasce
level and 89.2% in accuracy with the
bilingual dictionary induced from the
alignment. 'The result of the align-
ment may lead to richer bilingual data
than can be derived from only word-
level aligments.

1 Introduction

Studies on parallel corpus consisting of multilin-
gual texts are often guided with the purpose to
obtain linguistic resources such as bilingual dic-
tionary, bilingual grammars (Wu 1995) and trans-
lation examples. Parallel texts have proved to be
useful not only in the development of statistical

The — ku("The")
House == cip-un("House-nominal casc)
is scywel-i("time"-nominal case))
gradually hullckam-cy("fly"-adverbial casc)
disintegrating ttal-a("follow"-subordinative case)
with cemchacek-ulo("gradually"-adverbial case)
age pwungkwiha-y("disintegrate"-subordinate case)

ka-ko("go"-subordinative case)

iss-ta("is"-final ending)

Figure 1: An example of typical Korean-English
alignment.

machine translation (Brown et al. 1993) but also
in other applications such as word sense disam-
biguation (Brown et al. 1991) and bilingual lex-
icography {Klavans and Tzoukermann 1990). As
the parallel corpora become more and more ac-
cessible, many rescarches based on the bilingual
corpora are now encouraged that were once con-
sidered impractical.

Alignment as a study of parallel corpus refers
to the process of establishing the correspondences
between matching elements in parallel corpus.
Alignment methods tend to approach the problem
differently according to the alignment units the
methods adopt. Of various alignment options, the
alignment of word units is to compute a sequence
of the matching pairs of words in a parallel corpus.

Figure 1 show the aligned results of a paral-
lel corpus that was originally paired in a sentence
level. In figure 1, the right-hand side of pair-wise
alignmentis the corresponding Korean words. De-
scribed in the parentheses on the right of each Ko-
rean word are corresponding Iinglish meaning and
syntactic functions of the word.

The existing methods for the alignment of Indo-
European language pairs such as English and
I'rench take words as aligning units and restrict
the correspondences between words to be ouc
of the functional mappings (one-to-one, one-to-
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Figure 2. Overview of the proposed aligminent

method.

many) (Brown ct al. 1993, Smadja 1992). These
methods made extensive use of the position nfor-
mation of words al wmatching pairs of senlences,
which turned out useful (Brown et al. 1993). The
structural similarity in word order and units be-
tween English and French must be one of the ma-
jor factor 1o the success of the methods.

The alignment of the pairs ol structurally dis-
stmilar languages such as Korean and English re-
quires diflerent strategy to compensate the lack
of structural information such word order and to
handle the difference of alignment units.

An carly attempt to align Asian and Indo-
Buropean language pairs is lound {rom the work
by Wu and Xia (1994). Their result is promising
with the demonstration of high accuracy of learn-
ing bilingual lexicon between Lnglish and Chinese
for frequently used words without the considera-
tion ol word order. The Chinese-Fnglish align-
ment consists of segmentation of an input Chinese
sentence and aligning the sepmented sentence with
the candidate English sentence. The generation of
scgments to be aligned is an additional problem to
the decision of aligning units before the alignment
takes place. Wu and Xia (1994} used bilingual dic-
tionary to scgment the sentence, but the selection
of segment candidates 1s hard to make with reli-
able accuracy. ‘The bilingual dictionaries are not
always available and take considerable resources
to build.

The method we suggest integrates the proce-
dures to solve the two critical problems: decid-
ing aligning units and aligning the candidates of
different word orders aud accomplishes the align-
ment without using any dictionary.

T'he proposed alignment method assumes a pre-

processing step belore iteralive applications of

alignment step as is illustrated i figure 2. Part-
of-specch tagging is done before the actual align-
ment so that the word-phrases (a spacing wmt in
Korean) may be decomposed into proper words
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and functional morphemes and the Korean and
English words may be assigned with appropriate
tags.

T'he proposed alignment is done first for phrase
patrs and then word pairs that eventually induces
the bilingual dictionary. The alignment method
is realized through the reestimation of its proba-
bilistic paramecters [rom the alipned sentences. In
particular, the parameters account for the coocur-
rence probilities of bilingital word pairs and phrase
pairs, ‘T'he repetitive application ol the alignment
and reestimation leads to a convergent stationary
state where the training stops.

In the following section, our proposed method
for aligning Korcan-English sentences is described
and parameter reestimation algorithm is ex-
plained. Scction 3 summarizes the results of ex-
periments and Conclusion is given in section 4.

2 Korean/English Alignment
Model

2.1  English/French alignment model

To define p(f|e), the probability of the I'rench sen-
tence £ given the Fnglish sentence ¢, Brown et
al. (1991) adopted the translation model in which
cach word in ¢ acts independently to produce the
words 1 . When a typical alignment is denoted
by a, the probability of f given ¢ can be written
as the sum over all possible aligniments (Brown et
al. 1991)

I)(f

¢) = Z])(f,al(a) (1)

Given an alignment a between e and £, Brown

et al. (1991) has shown that one can estimate
p(f,ale) as the product of the following three

terms (Berger et al. [995).

It f
¢)= H p(n(eq;)leq;) H p(filea, (L, a

izl fzc1

p(f,a

¢) (2)

Tn the above equation, p(n]e) denotes the proba-
bility that the Fnglish word e generates n I'rench
words and p(f|e) denotes the probability that
the English word e generates the French word [
d(f, ale) represents the distortion probability that
1s about how the words are reordered in the French
output.

In the above methods, only one Einglish word
15 related Lo one or n French words. The distor-
tion probabilitics arce defined on the positional re-
lations such as absolute or relative positions of
matching words.

2.2 Characteristics of Korean/Euglish
alignment

Unlike the case of linglish-French aligninent, Ko-

rean and Fnghsh have different word units to



Table t: The result of manual analysis about
matching unit

Korean words | Enghsh words | Ratio
L I 33.8%

2 | 28.1%

3 l 9.7%

1 2 7.3%

ele. ete. 1.1%

he aligned, for an English sentence consists of
words whereas a Korcan sentence consists of word-
phrases (compound words).  Typically a word-
phrase is composed of one or more content words
and postpositional funetion words.

A Korean word 1s usually a smaller unit than an
English word and a word-phrase is larger than an
English word. For this reason the exact match as

in English-I'rench pair is hard to establish for the
case of Kocan-Fnglish (Shin et al. 1995). Con-

sequently word-to-word or word-to-word-phrase
alignment between Korean and Iinglish will suf-
fer from unit mismatch and low accuracy. The
complication of unit mismatch often implics the
need of non-functional alignment such as many-
to-many mapping. Non-functional mapping may
also occur in the Fnglish-French case, but with
much less frequency.

‘The table 1 shows the degree of mismatceh be-
tween English words and Korcan words that are
analyzed by our automatic POS tagger and mor-
phological analyzer. When we checked randomly
sclected 200 sentence pairs by hand, only 33.8% of
all pairs have one-to-one correspondences between
English words and Korean words.

2.3 Korean to English Alignment

In this section, we propose a Korcan to English
alignment method that aligns in both word and
phrase levels at the same time. First, we introduce
the method in word-to-word alignment, and then
extend it to include phrase-to-phrase alignment.
By definition, a phrase in this paper refers to
a linguistic unit of more general structurc than
it is recognized in general from the terms, noun
and adverb phrasecs. A phrase 1s any arbitrary
sequence of adjacent words 1u a sentence.
2.3.1 Base Method (using only
word-to-word correspondeiices)

In the development of our method, we follow
the basic idea of statistical translation proposed
by Brown et al. (1993). 'To every pair of sen-
tences of e and k, we assign a value p(elk), the
probability that a translator will produce e as its
translation of k; where e is a sequence of English
words and k is a sequence of Korean words.
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n m

= [1 > nleslks) ()

j=14=0

In equation 3, n and m are the number of words
i the linglish sentence e and its corresponding
Korean sentence k respectively. e; and &; are the
aligning unit between Fnglish sentence e and Ko-
rean sentence k. e; represents j-th word in English
sentence and k; represents i-th word in Korean
sentence. For example, in Figure 1 English word
”the” is ¢; and Korcan word "ku” is &;.

2.3.2  Proposed Method (Extended

Mecthod)

The base method of word level alignment is ex-
tended with phrase-level alignment that over-
comes the difference of matching unit and provides
more opportunity for the extraction of richer lin-
guistic information such as phrasal-level bilingual
dictionary. To cope with the data sparseness prob-
lem caused by considering all possible phrases, we
represent. phrases by the tag scquences of their
component words.

I an Linglish sentence ¢ and its Korean trans-
lation k are partitioned into a sequence of phrases
p. and pg of all possible sequences s(e, k), we can
write p(elk) as in equation 5 where p, and pp are
phrase sequences and a(p., p) denotes all possible
alignments between p. and py.

plelk)

- ¥

<pPr,pe>ES

YooY plealn,

<Pr,Pe> €S A(pr,pe)

p(ere

e (1)

pe) k7% (5)

[f we represent the phrase-to-phrase correspon-
dences using the tag sequence of phrase and words
composing phrase, 'The equation 5 can be rewrit-
ten as in equation 6 letting phrase match be rep-
resented by the tag sequence of phrases as well as
words. [n equation 6, ké-)" is J-th phrase of &P*  and
(/c’-”") denotes the tag sequence of words compos-

Pk

ing phrase k . |pe| is the number of phrases in a

phrase soquence Pe.

p(el= [kPF)

x| 2kl pe

SR | NG Gl
ay=0 a|l,6124]
tpel [Pkl

=TI pueo ek np(ei= k) (6)

i=1j=0

The likelihood of all leigna,b]c cases within bilin-
gual phrase is defined as in equation 7, where |ef* |
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Figure 3: An cxample of Korean-Einglish align-
ment at phrase level.

pwungkwihi-y("disintegrate”-subordinate case)

ka-ko("go"-subordinative case)

iss- ld( is”-final uulmy)

1s the number of words in a phrase ¢ i"’ and ¢f i de-
notes k-th word of 1n a phrase r" )
‘/ﬂrllkﬂk[
Dok 2 Do |k -
]( L H 1) ¢ LA g ) (()
k=l =t

Figure 3 shows how the problem ol word unit mis-
match can be dealt with in the phrase level align-
mient.

fn the example, e« = (T'he house) (is gradually
disintegrating) (with age), and " = ("T'he house),

. Dk

(’fl = lllc, ((’f) = (determiner noun), kY = (ku
cip-un), A = ki, respectively.

2.4 Paramecter reestimation

With the constraint that the swin over all align-
ments should be 1) the reestimation algorithim can
be derived to give equation 8 lor word translation
probability and equation 10 for phrase correspon-
dence probability. "This process, when applied re-
peatedly, must give a locally optimal estimation
of the parameters following the principle of the
EM algorithm (Brown ct al. 1993)(Daempster ot
al. 1977).

plelk) < condition> denotes the alignmient candi-
dates that satisfies < condition >. For calculating
plelk), only constant t cases of aligninents need
to be considered in the proposed alignment al-
gorithm because most aligninent candidates have
very low probability that they may be ignored.

clk) = expected number of « given &
total expected number of « given &

L(‘ keccorpus ek k)

= (8)
Zt Z(‘ kecorpus (el ko

Let us call the expected nunber of times, that
k matches with e in the corresponding sentence
k and ¢, the count of ¢ given k. By using the
notation (((’)k) he reestimation formula of p(efk)
can be induced as equation 8 nsing M method.

‘k) ebe k= kEE >
clelk; e, k) = 1)((‘ ‘o (9)
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When we denote e(f:|tg) the expected number of
times that a tag sequence of English phrase corre-
sponds to a tag sequence of Korean phrase as in
cquation LI, Then the reestimation algorithm of
(o)l ) is given as in equation 10.

expected number of ¢, ¢ \_/gg e

total expected munmber ¢ of i given t,

L(‘ ke( Ull)ll\(u eltiiC, k)
e(te] e k)

plLelts)

10)

o 2t kecorpus

2(efk)

<l =tele by = kl’k>
((/'0|tl\';(3,k) e

SRS

For the extended method of phrase alignment, the
base model is an interiediate stage for the estima-
t1oun of word-to-word probabilities. The phrase-
to-phrase probabilities are reestimated upon the
imtial values of word-to-word probabilties.

2.5 Alignment algorithm
The alignment process of generating  Korean
phrases and selecting their matching phrases in
Finglish can be formulated around the principle
of dymumnic programming, "U'he probability value
defined in equation 6 and 7 is used to compute
matching probability of p(k; o) and p(ej ).
plej ) stand for the phrase composed of b num-
ber of words {rom j-th word in a sentence. ¢ is
used to keep the selected phrase sequence up to
-th word and ¢; denotes its score. N and M are
nuimber of words of Korean sentence and Euglish
sentence respectively. "I'he constant value L is de-
fined as maxiunum nwmber of words which consist
of a phrase.

Initialization
Yo — 0
TRecursion

P = nmax i—
i 1SN [Ql “
1<a<L,
V<ol

(-:'l' = (j1 a, /))
oarg ]1<n<1\ lpi-.a + logp(ks o, ¢50))

l<u<]
1<h< L

Path backtracking

+ log plkia, cj0)]

ch-m—l 3 C/Lm y ety CN)

— a(Cp,, ), where

a(Cp, Vs ain =

optimal path = ((q, ...
hnr—l = h’m

(4,a,b)

Although the alignment algorithm  described
above with the complexity of O(L*M N is sim-
ple and eflicient, this algorithm has the limita-
tion caused by the assumption of dynamic pro-
gramming. ‘The dynamic progranmming in the
context, of alignment assumes that the previous



selections do not interferc with the future deci-
stons. ‘The alignment decision, however, may de-
pend on the previous matches to the extent that
the results from dynamic programming may not
be sufficiently accurate. One popular solution is
to maintain upper t-best cases instead of just one
as following where max-t denotes the t-th max
candidate.

pi(t) = max -t [pi—a(t’) +logp(kia, ¢jp)]
1< ST 1< <N
1<a<LAZHET

Gi(t) (4,a,b)

= arg max—t [p; (") +logplkia, eip)]
1< ST 1SISN
1<a<L,1<b0%0
As a result, the running complexity of the pro-
posed algorithm becomes O(1'L2M N). laking T
and L as constants, the order of complexity be-
comes O(MN).

As another method to relax the problem of de-
cision dependency on the previous matches, pre-
emptive scheme to find max matching of phrase
k; o 1s adopted. In the preemptive alignment, the
previous selection can be rematched with the bet-
ter selection found by later decision.

In following algorithm, g(k;.,n) denote ¢;,
which has n-th highest matching value with Ko-
rean phrase k;, among all possible matching
Korean phrase and v(k; ., n) carry the weight
for the matching. &;p indicate matched Korean
phrase with ¢;; in current status and 9; , denote
their matching weight. 'I'he established match-
ing in previous stage can be changed when an-
other matching, which has higer matching weight,
is identified in this algorithm.

Initialization

Q(k'i,u;”) = (]7b)
s = 0,(1<ji<N1<b<L)
k'i(u"
(ki) s

N I
> =12 =1 Plkia, j0)

Prcemptive selection

n=20
(4,0) = o(kia,n)
repeat
Z'f(l/(k,"a,’l’l.) > ?9]"1,)
V0 = v(kia,n)
kio=Ei0&in = kiakia =k,
else
n=mn+1(j0) = okian)
until 9; 5 is 0
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Table 2: The content of training corpus (kn-
glish:words, Korean:word-phrases)

Source Fnglish  Korean
middle-school textbook | 46,400 34,800
high-school textbook 163,300 106,400
other books 54,400 37,100
total 254,100 178,300

Although the proposed algorithm can not cover all
possible alignment cases, the proposed algorithm
produces resonably accurate alignment results efli-
ciently as 1s demonstrated in the following section.

2.6

"T'he total training corpus for our experiments con-
sists of 254,100 Fnglish words and 178,300 Korcan
word-phrases. The content of training corpus is
summarized in table 2.

A HMM Part-of-Speech tagger is used to tag
words before alignments. An accurate HMM de-
signed by the anthors for Korcan sentences taking
into account the fact that a Korean sentence is
a sequence of word-phrases is used (Shin et al.
95). The Penn Trecbank POS tagset that is com-
posed of 48 tags and 52 Korcan tagset is used in
the tagging. The crrors that is generated by mor-
phological analysis and tagging cause many of the
alignment crrors.

T'o avoid the noise due to the insuflicient bilin-
gual sentences, we adopted two significance filter-
ing mecthods that were introduced by Wu and Xia
(1994). Pirst, the Korean sentences consisting of
words with more than 5 occurrences in the corpus
are considered in the experiment. Second, we se-
lected the English words that accounts for the top
0.80 of the translation probability density given a
Korean word.

When we selected 200 sentence pairs randomly
and manually tested aligned results, we obtained
68.7% precision at the phrasc level and 89.2%
precision of bilingnal dictionary induced from the
alignment. T'he table 3 and 4 illustrate the bilin-
gual knowledge acquired from the aligned results.
The information in table 4 is the unique product
of phrasc-level alignment.

Experiments

3 Conclusion

With the alignment of Korcan-Iinglish sentences,
the most serious problem, that is seldom found
at Indo-Furopean language pairs, is how to over-
come the differences of word unit and word order.
The proposed method is an extension of word level
alignment and solves the problems of word unit
mismatch and word order through phrase level
alignment. We have also described several alter-
natives of alignment and parameter estimation.



Table 3: Fxamples of result for word translation
probability.

" Korean word | English word | probability
Cyengli clever 0.616331
yengli srmart 0.238197
yengli cleverness 0.145472
kion degrees 0.279992
kion temperatures 0.248706
kion centigrade 0.131713
kion increase 0.130894
kion would | 0.108766

Table 4: Fxamples of phrasc-level hilingual dic-
tionary results

Inglish phrase

Korcan phrase
our thanksgiving day

“wuli uy
chwuswu kamsacel
ey kwansim 1 1ss | interested in o
“maywu kupkyck very fast
ha ko tto wuihem | and dangerous
moscianh key dangerous
wuihem as anything else

[t produces more accurate bilingual dictionary
than the method using only word correspondence
information. Movreover, we can extract phrase-
level information from the results of phrasc level
alignment.  Also in the proposed method, the
whole process of generating phrase units and find-
ing matching phrascs, 1s done mechanically with-
out human intervention. One negative aspect is
that the method requires large amount of training
corpus for the saturated estimation of the model

though larger data will increase the accuracy of

the performance.

The proposed mcthod may well be applied
to other language pairs of similar structures as
well as dissimilar ounes.  Since the results from
the method are richer with linguistic informa-
tion, other applications such as machine (rans-
lation and multilingual information retrieval arc
promising rescarch arcas.
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