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Abstract

T'his paper describes a Spanish Part-ol-
Speech (POS) tagger which applies and
extends Brill’s algonthm for unsuper-
vised learning of rule-based taggers (Brill,
1995). Ilirst, we discuss our gencral ap-
proach including extensions we made to
the algorithr i order to handle un-
known words and parameterize learning
and tagging options.  Next, we report
and analyze our experimental results us
ing different. parameters.
sceribe our “hybrid” approach which was
necessary in order to overcome a funda-
mental limitation in Brill’s original al-
gorithni. Finally, we compare oar tag-
ger with Hidden Markov Model (HMM)-
based taggers.

Then, we de-

1  Introduction

We  have developed Part-of-Speech
(POS) Tagger which applics and extends Briths
algorithny for unsupervised learning (Brill, 1995)
to create a set of rules that reduce the ambiguity
of POS tags on words. We have chiosen an un-
supervised learning algorithm because it does not
require a large POS-tagged (raining corpus. Since
there was no POS-tagged Spanish corpus avail-
able o us and since ereating a large hand-tagged
corpus 1s both costly and prone to inconsistency,
the decision was also a practical one. We have de-
cided to develop a rule-based tagger because such
atagpger learns a gel of declarative rules and also
because we wanted to compare 1t with Hidden
Markov Model (IIMM)-based taggers.

We extended Brill’s algorithing in several ways,
Iirst, we extended it to handle unknown words in
the training and test texts. Sceond, we paratue-
terized learning and tagging options. Finally, we
experimented with a “hybrid” solution, where we
used a very small number of hand-disambiguated
texts during training to overcome a fundameutal
limitation in the learning algorithin.
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2 Cowmponents

Our Spanish POS tagger consists of three compo-
nents: the Initial State Annotator, the Learner,
and the Rule Tagger, cach of which is described
below.

2.1 Imitial State Annotator

This component is used to assign all possible POS
tags to a given Spanish word. It consists of
lexicon lookup, morphological analysis, and un-
known word handling. 'T'he Spauish POS tag sel
used i this work cousists of the lfollowing tags:
ADJADV, BE (formn of ser or estar), CLOCK-
TIMLE, COLON, COMMA, CONJ, DA'T'lS, DIST,
WAV (formn of haber) , NMYPHEN, LIVT'TER,
LPAREN, MODEL MULTIPLIER, N, NUMBR,
P, PERIOD, PREFIX, PRO, PROPN, QULIS-
MARK, QUOTE, ROMAN, RPAREN, SIKMI-
COLON, SLASH, SUBCONJ, SUFFIX, THIERE
(hucer used in “there” constructions), WHDIYL
(eudl libro), WIINP (quc), WHPP (ddnde), and V
(See Table 3).

2.1.1  Lexicon Lookup and Morphological
Analysis

Unlike Brill’s Fnglish tagger experiment  de-
seribed i (Brill, 1995), no large POS-tagged
Spanish corpus was available to us rom which a
large lexicon can be derived. As a result, we de-
cided to parse the ou-line Collins Spanish-Fnglish
Dictionary', and derived a large lexicon from it
(about 45,000 entrics). We used only the open-
class entries from this lexicon, and then ang-
mented it with irregular verb forms and a number
ol closed-class words. Our morphological analyzer
uses a set ol rewrite rules to strip off and/or wod
ify word endings to find root Torms of words.

2.1.2

Stnee the lexicon and morphological analysis
will not cover every single word that can appear
in a text, an attempt s wade at this stage to
classify uuknown words.  Any word which «id
not get assigned one or more parts-ol-speech in

Unknown Word Handling

1 . . -
We have obtained a license to the dictionary.



the lookup/morphology phase is examined for cer-
tain traits often indicative of particular parts-of-
specch. This task i1s similar to what was done
by the guessers for the HMM-based French and
German taggers (Chanod and Tapanainen, 1995;
Feldweg, 1995).

For example, words ending in the letters
“mente” are assigned the tag of ADV (adverb).
Those words ending in “ando” or “endo” are as-
signed the tag V-CONTINUOUS-NIL (continuous
form of the verb). Table 1 shows a list of unknown
word handling rules.

Table 1: Unknown Word Handling Rules

Heuristics POS tag

num > 1600 & < 2100 | DATE

roman numeral 1-9 ROMAN
-and,-endo V-CONTINUOQUS-NIL
-1do,-ado,-ida,-ada V-PERFECT-NIL
€T ,-11 -ar V-NIL-NIL
-erse,-1rse,-arse- V-NIL-NIL-CLITIC
-cion,-idad -izaje N

-mente ADV

-able ADJ

capitalized PROPN

Performing these sunple checks reduces the
number of unknowns in our test set of 17,639
words from 737 (4.2%) to 158 (0.9%). The re-
maining unknowns are assigned a set of ambigu-
ous open-class tags of N, V, ADJ, and ADV so
that they can be disambiguated by the Learner.

2.2 Learner

The Learner takes as input ambiguously tagged
texts produced by the Initial State Annotator, and
tries to learn a set of rules that will reduce the
ambiguity of the tags. Output is a file of rules in
the following form:

contexst = C': Py| ...| Py |...| P, — P;, where
contezl is onc of PREVWORD),
NEXTWORD, PREVTAG or NEXTTAG,?
C'is a word or tag,
Py,..., P%,..., Py arc the ambiguous
parts-of-speech to be reduced,
P; is the part-of-speech that replaces
Py,..., B,..., Py
Here are some examples taken from the actual
learned rules:
¢ NEXTWORD = DE: PN - N
¢ PREVWORD = EN : DET|ADV — DET
e PREVITAG = DET : VI[N — N
¢ NEXTTAG = SUBCONJ : BE|V - V

2PREVWORD = previous word, PREVTAG =
previous tag.

The Learner applies Brill’s algorithm for unsu-
pervised learning to try to reduce the ambiguity of
the tags in the input corpus. The following steps
are taken:

1. The Learner examines each ambiguously
tagged word and creates a set of contexts for
the word. Two of these contexts will be PRI-
VWORD and NEXTWORD. The remainder
consist of PRIEVIAG and NEXTTAG con-
texts as required by the tag(s) on the preced-
ing and following words. For example, if the
word preceding the ambiguously tagged word
is ambiguously tagged with two tags, then the
Learner must generate two PREVTAG con-
texts.

2. An attempt is made to find unambiguously
tagged words in the corpus that are tagged
with one and only one of the tags on the am-
biguously tagged word. For example, if the
word 1n question has both N and V tags, then
the Learner would search for words with only
an N tag or only a V tag.

3. If such a word is found, the contexts of that
word are examined to determine if there is an
overlap between them and the contexts gen-
erated for the ambiguously tagged word. Onc
issue for this determination is how much am-
biguity should be tolerated in the context of
the unambiguously tagged word. For exam-
ple, if one of the possible contexts 15 PRS-
VTAG=N and the word preceding the un-
ambiguously tagged word has both N and V
tags, should the context apply? To permit
various approaches to be tried, we extended
the Learner to accept a parameter (i.c., free-
dom) that determines how much ambiguity
will be accepted on the context words for the
context to match.,

4. If a context matches for this unambiguously
tagged word, the count of unambiguously
tagged words with the particular part of
speech occurring in that context is incre-
mented.

5. After the entire corpus is examined, cach of
these possible reduction rules (of the form
“Change the tag of a word from y 1o Y in
the context C where Y € x”) is ranked ac-
cording to the following. First, for each tag
7 € x,7 # Y, the Learner computes:

%(%)l x incontext(Z, C'), where

freq(Y)= number of occurrences of words
unambiguously tagged with Y,

freq(Z)= number of occurrences of words
unambiguously tagged with Z,

incontezt(Z,C)= number of times a word
unambiguously tagged with 7Z

occurs in context C.
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The tag 7 that gives the highest score from
this formula is saved as R. 'Then the score for
a particular transformation is

Jrea(V) incontexl (1R, ()

incontext(Y, ') — Freq(TT)

6. If the highest-ranked transformation is not
positive, the Learner is done. Otherwise, the
highest-ranked transformation is appended
to the list of transformations learned. The
Learner then scarches this list for the trans-
formation that will result in the most reduc-
tion of ambiguity (which will always be the
latest rule learned) and applies it. This pro-
cess continues until no further reduction of
ambiguity is possible. Here, we also extended
the Learner to accept a different paranicter
(i.c., l-tagfrecedom) that determines how much
ambiguity will he accepted on a word that is
uscd for context during embiguily reduction,
that 1s, when the Learner has found a rule and
1s applying it to the training text. Note that
specifying too small a value for this parame-
ter can cause the Learner to go into an end-
less loop, as restricting the valid contexts may
have the effect of nullifying the just-learned
rule.

7. The Learner then rveturns to step 1 to begin
the process again.

2.3
This component reads tagged texts produced by
the Inttial State Annotator and rules produced by
the Learner and applies the learned rules to the
tagged texts to reduce the ambignity of the tags.

We extended the Rule Tagger to have two pos-
sible modes of operation (i.e., best-rule-first and
learned-sequence modes controlled by the seq pa-
rameter) for using the learned rules to rednce am-
biguity:

Rule Tagpger

. The Rule Tagger can use an algoritlhin similar
to that used in step 7 of the Learner. lhach
possible reduction rule is examined against
the text to determine which rule results in
the greatest reduction of ambiguity.

2. The Rule Tagger can use a sequential appli-
cation of the learncd rules in the order that
the rules were learned. After cach rule has
been applied in sequence, all of the rules pre-
ceding it are re-applied to take advantage of
ambiguity reductions made by the latest rule
applied.

The Rule Tagger allows oue to specifly, as in the
Learncr, how much ambiguity will be tolerated
for a contexi to match, Tor example, one can
be very restrictive and require that a tag context
(e.g., PREVTAG=N) match only an unambigu-
ously tagged word (in this case, a word with only
an N tag). 'This parameter (i.c., r-lagfrcedom)

speciflics the maximum ambiguity allowed on a
context word for a context tag to match: 1 re-
quires that the context word be unambiguously
tagged, 2 requires that there e no more than two
tags on the word, and so on.

3 Experiments and Results

For traiming and testing of the tagger, we have
randomnly picked articles from a large (274MB)
“Il Norte” Mexican newspaper corpus, and sep-
arated them o the training and test sets. The
test set (17,6389 words) was tagged manually for
comparison agaiust the system-tagged texts. Tor
training, we partitioned the developiment set into
several dilferent-sized sets in order (o sce the el-
fects of training corpus sizes. 'The breakdown can
be found in Table 2.

Table 2: Ambigunously tagged Training scts

Sct Words

Tiny 1322 words
Small 3066 words
Mediam | 5591 words
Frull 12795 words

If one randomly picks one of the possible tags
ot cach word in the test set, the accuracy is 78.0%
(78.6% with the simple verh tag set). The average
POS ambiguily per word is 1.52 (1.4Y) including
puncltuation tags and 1.58 (1.56) excluding punc-
tuation tags. l'or comparison, the accuracy ol
Brill’s unsupervised linglish tagger was 95.1% us-
ing 120,000-word Penn Treebank texts. Ilis initial
state tagging accuracy was 90.7%, which is con-
siderably higher than our Spanish case (78.6%).

3.1 Eifeet of Tag Sot
Our first sel of experiments tests the effect of the
POS tag complexity. We used both the simple
verh tag set (5 tags) and the complex verh tag sct
(42 tags), which is shown in Table 3, where * can
be either 1SG, 25G, 3SG, [PL, 2P1, or 3PL. In
the case of simple verb tag set, tense, person and
number information is discarded, leaving only a
“V” tag and the lower four tags in the table.

The scores with the simple verb tag set for dif.
ferent sizes of training sels are found in Table 4,
and those with the complex verb tag set in T'a-
ble 5. For these two experiinents, the Learner was
st to have a tight restriclion on using context
for learning (i.c, the freedom parameter was set to
1) and a loose restriction on context for applying
the learned rules (.c., I-tagfreedom 10). The Rule
Tagger was given a moderately-tight restriction on
using context for reduction rule application (i.c.,
r-lagfreedom 2).

[n general, the scores arc slightly higher using
the simple verb tag set over the complex verh
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Table 3: Complex Verb 'Tag Sct,

CONDITIONAL-*

FUTURE-*

IMPERFECT-*
IMPERFECT-SUBJUNCTIVE-RA-*
V-IMPERFECT-SUBJUNCTIVE-SL-*
V-PRESENT-*
V-PRESENT-SUBJUNCTIVI-*
V-PRETERIT-*

V-NIL-NIL

V-CONTINUOUS-NIL
V-PERFECT-NIL

V-NIL-NIL-CLI'T1C

V-
V-
V-
V-

Table 4: Ambiguously tagged texts, Simple Verbs

Set # of rules learned | Score
Tiny 131 82.5%
Small 211 91.5%
Medium 287 91.8%
Irull 434 83.0%
(none) 0 78.6%

tag sct (91.8% vs. 90.3% for the “Medium” cor-
pus). This behavior is most likely due to the
fact that some verb tense/person/number combi-
nations cannot casily be distinguished from con-
text, so the Learner was unable to find a rule that
would disambiguate them.

As can be seen from the tables, performance
increased as the size of the learning set increased
up to the “Medium” set, where the score levelled
ofl. With very small learning sets, the system was
unable to find suflicient examples of phenomena
to produce reduction rules with good coverage.

Onc surprising data point in the simple
verb tag set experiments was the “Full” score,
which dropped almost 9% from the “Mcdium”
score.  After analyzing the results more closely,
it was found that the Learner had learned
a very specilic rule regarding the reduction
of preposition/subordinate-conjunction combina-
tions late in the learning process. The learned
rule was:

PREVTAG = N : P[SUBCONJ -— SUBCONJ

Table 5: Ambiguously tagged texts, Complex

Verbs
Set 4t of rules learned | Score
Tiny 125 S1.7%
Srnall 212 89.6%
Medium 323 90.3%
[Full 564 90.2%
(none) 0 78.0%

T'his rule was learncd late in the learning process
when most P/SUBCONJ pairs had alrcady been
reduced. However, as one can sce from the con-
text of the rule, it will apply in a large number
of cases in a text. The Rule Tagger notes this
and applies the rule early, thus incorrectly chang-
ing many P/SUBCONJ pairs to SUBCONJ and
reducing the accuracy of the tagging. Since this
phenomenon never occurred in any of the other
learning runs, onc can see that the learning pro-
cess can be heavily influenced by the choice of in-
put texts.

3.2 Effect of Rule Application
Pal‘éllll(‘,t(‘,l's

T'he next tests performed involved using rules gen-
erated above and changing parameters to the Rule
Tagger to sec how the scores would be influenced.
In the following test, we used the simple verb tag
set rules but varied the r-tagfrecdom pararmcter
and the seq parameter. The results can be found
in Table 6.

Table 6: Ambiguously tagged texts, Sirple Verbs

Set R-Tag- | Score Score
frecdom | (best-rule- | (learncd-
first) sequence)
Tiny 1 82.7% 80.2%
2 82.5% 80.6%
3 82.1% 80.5%
4 81.9% 80.5%
Small 1 90.1% 89.8%
2 91.5% 89.9%
3 91.5% 89.9%
4 91.5% 89.9%
Medium | 1 90.5% 90.6%
2 91.8% 90.5%
3 91.8% 90.5%
4 91.8% 90.5%
IPull 1 82.4% 79.8%
9 83.0% 80.0%
3 81.7% 80.0%
4 81.5% 80.0%

Although the variations are slight, the best
value for the r-lagfreedom parameter scems to be
at an ambiguity level of 2. Tt scems that the strat-
cgy of reducing the ambiguity as quickly as pos-
stble (best-rule-first) is better than following the
ordering of the rules by the Learner. This may
well be due to the fact that the ordering of the
rules as produced by the Learner is dependent on
the training texts. Since the test set was a differ-
ent set of texts, the ordering of the rules was not
as applicable to them as to the training texts, and
so the tagging performance suffered.
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3.3  Effect of Hand-tagged Texts

After examining the results frown the ahove exper-
iments, we realized that some of the closed-class
words in Spanish are altnost always ambiguous
(c.g., prepositions arc usually ambiguous between
PRIP and SUBCONJ, and determiners between
DIYT and PRO). This means that the Learner will
never learn a rule Lo disambiguate these closed-
class cases because there will rarely be unambigu-
ous contexts in the training texts tagpged by the
Initial State Annotator. That is, unlike open-class
words, we will not find new unambiguous closed-
class words in texts precisely hecause there is only
a closed st of them. Thus, we decided to intro-
duce a small number of hand-tagged texts into the
training set given to the Learner. Since the hand-
tagged texts have “correct” cxamples ol various
phenomena, the Learner should be able to find
good examples in them o learn [rom.

For our tests, we defined four sets ol hand-
tageed texts thal we added to the “Small” (3066
words) set of ambiguously tagged texts,  The
breakdown 1s in Table 7.

Table 7: Hand-tagged "I'raining sets

Set, Words
Small 218 words
Mediutn | H88 words
Large 906 words
[ull 1791 words

Again, the Learner was sct to have a tight re-
striction on using context for learning (frecdom 1)
and a loose restriction on context lor applying the
learned rules (tagfreedom 10). The Rule Tagger
was given a moderately-tight restriction on using
context for reduction rule application (freedom 2).
The best-rule-first mode of the Rule Tagger was
used.

The results, as shown in Table 8, are slightly
better than when using only ambiguously tagged
texts. [t is interesting Lo note thal the higher
accuracy was achieved with fewer rules. In fact,
all experiments resulted in learning a Little over
200 rules.

Table 8: Ambiguous/Unambiguous Texts, Simple
Verbs

Set 4F of rules learned | Scorc
Stall 210 91.2%
Medinm 211 92.1%
Large 205 92.1%
Irull 202 92.4%
(nonc) 211 91.5%

In addition to the experiments above, we
wanted to know il the introduction of hand-
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tagged texts nto the “Full” ambiguously tagged
set, would improve its rather low score {cf. Ta-
ble 4). We performed an experiment using sinple
verh tags, the “Full” ambignously tagged texts,
and the “Iull” hand-tagged texts. The results
were 422 rules learned with a score of 92.1%, which
tied with the “Small” ambiguously tagged set for
achicving the highest accuracy of all of the learn-
ing/tagging runs, a full 13.6% higher than using
no learning.

4 Problems and Possible
Improvements

Although our Spanish POS tagger performed rea-
sonably well, achieving an improvement of 13.5%
in accuracy over randormly picking tags, there were
several problems that prevented the system from
reaching an even higher score.

4.1

As discussed in Section 3.3, ambiguous closed-
class words (e.g., prepositions, determiners, ete.)
cannot be reduced when there are no unambigu-
ons examples of them in the tratning texts. T'his
is prevalent, in Spanish, where most prepositions
can also be subordinate conjunctions, deterniners
can be pronouns, cte. A few hand-tagged texis
are required Lo learn goad rules for reducing the
ambiguity on these words.
ever, that such texts can be disambiguated ouly
for their always ambiguous closed-class words but
nol unambiguous closed-class words or open-class
words.  Such an experiment similar to seleclive
sampling discussed in Dagan and Engelson (1a-
gan aud Engelson, 1995) would be useful in the
future because, il it 1s true, it will reduce the cost
ol manual tagging considerably.

Learning Problemn

[t is possible;, how-

4.2 Lexicon Problem

Probleins that became apparent as we ran more
tests were the incompleteness and mistakes in
the lexicon. While the lexicon, derived [rom the
Collins Spanish-English dictionary, was quite rich
in words, its tag set did not always match the tag
definitions we employed. For example, our Lag set
distinguishes proper nouns (PROPN) and nouns
(N), whereas the Collins dictionary marked hoth
as nouns (N). We have added our existing proper
name lists to the lexicon to partially solve this
problem, but the lists are currently limited to lo-
calion names and people’s first names.

We also found several mistakes in the Colling
definitions (e.g., several adverbs ending “-riente”
were classified adjectives).  Although we lixed
these mistakes as we noticed them; it is diflicult
to know how many such crrors stil remain in the
lexicon.

I twurned out that the dncompleleness of the lex-
icon was another fundamental problem to Beill’s
unsupervised learning algorithim. That is, when
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the lexicon does not list all the possible tags for a
word, the tagger is very likely to make a mistake.
This is because the learner 1s trained to reduce
the ambiguity of possible tags of a word (say N,
V, ADJ tags), but if the lexicon lists only a sub-
sct of the possible tags (say N and V tags), the
system will never learn to assign an ADJ tag even
when the word is used as an adjcctive.

This type of problem was observed frequently
when words are ambiguous between proper nouns
and some other parts-of-speech such as “Ilo-
res (ADJ/PROPN),” “Lozano (ADJ/PROPN),”
“van (V/PROPN)"3, “Scrra (V/PROPN),” etc.
because not all the proper nouns are in the lexi-
con.

The problems described above did not occur in
Brill’s experiments because he derived the lexicon
from a POS-tagged corpus and used the untagged
version of the same corpus for training and test-
ing. Thus, he used an “optimal” lexicon which
contains all the words with only parts-of-speech
which appeared in the corpus. In addition, in
such a corpus, rarely used POS tags of a word
are less likely to occur, and words are less likely
to be ambiguous. Thus, in a sense, his “unsuper-
vised learning” experiments did take advantage of
a large POS-tagged corpus.

5 Related Works

It is very difficult to compare performances be-
tween taggers when accuracy depends on quality
of corpora and lexicons, and maybe on character-
istics of languages. But in this section, we com-
pare our tagger with Hidden Markov Model-based
taggers.

A more widely used algorithm for unsuper-
vised learning of a POS tagger is Hidden Markov
Model (IIMM). Cutting el al. (Cutting et al,
1992) and Melialdo (Merialdo, 1994) used IIMM
to learn Inglish POS taggers while Chanod and
Tapanainen (Chanod and Tapanainen, 1995},
Feldweg (Feldweg, 1995), and Ledn and Ser-
rano (Ledn and Serrano, 1995) ported the Xerox
tagger (Cutting et al., 1992) to French, German,
and Spanish respectively. One of the drawbacks of
an HMM-based approach is that laborious man-
ual tuning of symbol and transition biases is nec-
cssary to achieve high accuracy. Without tuned
biases, the German Xerox tagger achieved 85.89%
while the French Xerox tagger achieved 87% accu-
racy. After one man-month of tuning biases, the
accuracy of the French tagger increased to 96.8%.
One could derive such biases from a corpus, as dis-
cussed in (Merialdo, 1994), but it unfortunately
requires a tagged corpus.

The best accuracy of the Spanish Xerox tag-
ger was 91.51% for the reduced tag sct (174 tags)
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3It can be a part of a last name as in “van Mahler”,

but also is an inflected form of “ir”.

with the base accuracy (i.e. no training) of 88.98%
while the best accuracy of our tagger is currently
92.1% for the simple tag set (39 tags) with the
base accuracy of 78.6%. The lower base accuracy
in our experiment is probably due to the large
number of entries in the Collins dictionary.

6 Summary

Our Spanish Part of Speech Tagger is a successful
implementation and cxtension of Brill’s unsuper-
vised learning algorithm that reduces the ambi-
guity of part-of-speech tags on words in Spanish
toxts.

The systemn requires few, if any, hand-tagged
texts to bootstrap itself. Rather, it merely re-
quires a Spanish lexicon and morphological an-
alyzer that can tag words with all their possi-
ble parts-of-speech. (iven that the system per-
forms at approximately 92% accuracy even with
the aforementioned problems and with the inclu-
sion of unknown words, we would expect that this
system could achieve better results, approaching
those of similar Inglish-language POS taggers,
when these problems arc rectified.
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