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Abstract

A technique of reasoning under uncertainty is
studied in an attempt to solve disambigua-
tion problems of Chinese segmentation. A
knowledge-based inexact reasoning theory in-
corporating knowledge in morphology, syn-
tax, semantics and pragmatics is presented.

1 Introduction

Processing Chinese texts is specifically dif-
ficult in its computation becausc normally
sentences in Chinese texts arve represented as
strings of Chinese characters without spaces
to indicate word boundaries. This causes a
problem [or Chinese machine translation, sta-
tistical analysis of Chinese corpora, Chinese
information retrieval, cte.; as usually these
projects are based on the assumption that all
lexicon distinctions have been recognized in
advance.

Several approaches aimed to transler a Chi-
nese character string into a word string have
been studied in recent decades. ‘T'wo com-
peting approaches commonly used for Chi-
nese bext segmentation are the statistical ap-
proach (Chang, et al, 1991; Sproat and Shih,
1991; Chiang, et al, 1992) and the heuristic
approach (Chen and Liu, 1992; He, ot al,
1991; Jin and Nie, 1993; Jin, 1992; Liang
and Zhen, 1991; Wang, et al, 1991). Al
though a high degree ol precision has been
reported for both methods, cach has its lim-
itations particularly in identifying unknown
words and disambiguating multiple segmen-
tations. Recently, a hybrid approach incor-

porating heuristics with statistics has been
studied in an attempt to solve unknown word
recognition problems (Chen and Liu, 1992;
Nic and Jin, 1991). However, ambiguous seg-
mentation is still a dillicult, problem.

In this paper a wethod of reasoning under
uncertainty intending to disarmbiguate Chi-
nese segmentation is presented. A model of
evidential strength in inexact reasoning has
been studied by (Buchanan and Shortliffe,
1984). In the process of Chinese segmentation
knowledge in morphology, syntax, semantics
and pragmatics is used as evidence to support
the disambiguation hypotheses. The similar-
ity of nuncertain knowledge and inexact rea-
soning between medical diagnosis and natu-
ral language interpretation makes it possible
to apply MYCIN technique to Chinese text
scgmentation.

2 Difficulties in Chinese
segmentation

As claimed in (Liu, 1987),the main causes
of segmentation ambiguily are vagueness in
word definition and the phenomenon of word
chains. The vagueness of the word definitions
causes scgmentation ambiguities, as in the
string AL T) ™. It can stands cither for AUk
L7 (modern factory) or for B LS (mod-
ern chemical factory). A word chain is a se-
quence of Chinese characters from which sev-
cral words can be produced with or without
overlap. I'wo types of word chains have been
recognized in Chinese literature, i.e. mulli-
sense combinations and intersection combi-
nations (Huang and Liu, 1988). The string
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w4 1s an example of multi-sense combination;
% (ice), #i(box) and w4i(refrigerator) are all
words. The character string #:#13 is an exam-
ple of intersection combination; 4 (paddle)
is a word and $a#(sell-at-sale-price) is also a
word, whereas # is the intersection charac-
ter. The example of the string & B ki s
illustrates the typical segmentation ambigu-
ity caused by word chains. The scgmentation
of this string can be cither

ERIR R 5T .

(The ping-pong-balls were sold outat sale
price.) or

PR E T

(The paddles for table tennis were sold out.)
Some ambiguitics can be solved by word
structure knowledge. Others can be disam-
biguated by syntactic and/or semantic knowl-
edge. The most diflicult disambiguation is
that requiring contextual or pragmatic knowl-
edge to arrive at an appropriate interpreta-
tion as in the string 44 %7 # which can be
segmented into:

R H AR

(students will write a paper.) or

HHE H XA

(student-association writes a paper.)

Both are syntactically and semantically cor-
rect.  In this case, contextual information
would allow the reader to frace the informa-
tion claimed in the previous statements to
solve ambiguity problems.

3 Reasoning theory for
Chinese segmentation
disambiguation

A model of evidential strength in inexact
reasoning studied by {Buchanan and Short-
liffe, 1984) has been successlully implemented
in the MYCIN system. The theory is that,
if a hypothesis can be derived from various
types of mutually exclusive evidence, then the
strength of truth of the hypothesis can be in-
creased to reach a plausible conclusjon,

Two concepts MB[h,e] and MDfh,e] have
been introduced as the measures of belief and
disbelief. MB[h,e] means the mcasure of in-
creased belief in the hypothesis h, based on
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the cvidence e. MD[h,e] means the measure of
increased disbelief in the hypothesis A, based
on the evidence e. To facilitate comparison
of the cvidential strength of competing hy-
potheses, certainty factor CF is introduced to
combine degrees of belief and dishelicf as fol-
lows:

Cl[h,e]= MB[h,e] — MD[h,c]

In the case that a hypothesis is derived from
a number of mutually exclusive observations,
the combining functions are defined as:

if  MDIh,e ke, =1

then M Blh, e &cy] =0

otherwise

M B[h, e &e,]

= MDB[h,ei) -+ MB[h,eo] * (1 — MB[h,eq])

if  MBlh, e dies] = 1

then M DIh, e &es] =0

otherwise

M DIk, e dees)

= MDlh,ei] + MD[h,ep] % (1 — MD[h,e])

In the case thal two hypotheses are estah-
lished with positive evidence from syntactic
and semantic knowledge with the same de-
gree, no discrimination of the strength of
truth hypotheses can be drawn. TIf world
knowledge provides positive evidence for the
first hypothesis and negative evidence to the
sccond; then the strength of the first hypothe-
sis 18 stronger than that of the second. There-
fore, the first hypothesis would be the most
likely correct segmentation.

A weighted certainty factor is proposed
here to represent the importance of various
linguistic aspects. The weight is a vector of
four elements representing the importance of
morphology, syntax, semantics and pragmat-
ics, respectively, which total 1, i.e.

Clilh,e] = W; « CF[h, €]
where W; is the weight of the certainty fac-

tor C'I5 in hypothesis h supported by the ev-
idence e with respect to one of the linguistic



aspects. Suppose the weight veetor (0.1, 0.2,

0.3, 0.4) is assigned for morphology, syntax,

semantics and pragmaltics, respectively, then

the following examnple Hlustrates the function

ol the weighted certainty factor C'Fi[h, el.
For the string #R4T2A M LT REE £ A WA

(the third leader in our company docs not

have much power) the word chain 13 pro-

duces two segmentations:

Ay Al 0y S U W AR R

(the third leader in our company does not

have much power) or

e NSNS U VI TR AV ).

(the third picce-of hand in our company docs

not, have much power)

To estimate the strength of truth of the first
hypolhesis, suppose:

e Lhe word structure rule gives the eviden-
tial strength (0.5) for the hypothesis be-
cause the word chain 8% can be cither
fu T (piece-ol hand) or F (leader).
Thercfore,

CIhyeq) = Wy« CIhy )] = 0.05 and
CI'[h,eq] = M Blh,e.] — MDIh, ]
= 0.05

e the synlactic rule gives the evidential
strength (1) because it definitely is a
grammatical sentence. Therefore,

CHylh, eq] = Wo s CI'[h, eg) == 0.2 and
CI[h, e &eeq)
= M Blh,e1&cz] — M D[h, e1& ey
= 0).24

o the semantic rule gives the evidential
strength 1) since {1 F(the leader) can
have power. Therefore,

CI4y[h, es] == Wa s CI'[h, es) = 0.3 and
CIh, e &edees)
= M Blh, e, &eakocs] — M Db, e &erdoes)
= 0.46

o the world knowledge rule gives the evi-
dential strength (0.8) because it is quite
true that the leader has less power than
that of the first or second leader. 'T'here-
fore,

(} I"4[/L, (14]
== Wy CI[h, eq] == 0.32 and

CI'hy el&erdeesdee,]

22 M Blh, e &ee&eesdoey]
M D[h,ei&er&esdoey)
== (.63

The certainty factor CF of the hypothesis #%
125 M 3 AR B 2R R 18 0,630 Thore
fore, this segmentation is likely Lo be a coher
ent string.

To estimate the evidential strength of the see
ond hypothesis, suppose:

e the word structure rule gives the cvi-

dential strength (0.5) for this hypothe-

gis since i1 can be cither 1 F(picce-of

hand) or 18T (leader). Thercfore,
CInlh, el
= W\ x CF[h,eq] = 0.05 and
Cl'h, e
= MBlh,ei]-- MDh,e] = 0.05

e the syntactic rule gives the evidential
strength (1) because it is a grammatical
seutence. Therefore,

CHllr, e

= Wy s CU'[h, ey = 0.2 and

CLTh, eideey)

= MBh,e &ey] - M DR, e &eg] = 0.24
o the semantic rule gives the negative evi-

dential strength (1) because the phrase

the hand of « company violates the sc-

mantic constraint. Therefore,

C 15[, ey
= Wy« CF'h, es] = --0.3 and
CI[h, er&ees&oes]
= M Blh, e &erbees] - MDIh, e &eadoes]
= --0.06

e {he world knowledge rule gives a negative
evidential strength (-1) because a com
pany docs not have a hand as one ol its
components.

Clylh,eq] = —0.4 and
CIlh, e &eerdeesdoe]

= M Bhy ey &eqbeendocy]
=M Db, ei&eer&oesdoey]
= (.34

The certainty factor CI° of the hypothesis 3%
1 ol MW F X Ak s is - 0.34,
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Therefore, this segmentation is unlikely to be
a coherent string.

4 Discussion

The assignment for the weight vector is
empirical. It is based on the following analy-
sis in which ‘1’s reresent the truth of each evi-
dence/hypothesis and ‘0’s represent the false.
Since the segmentation algorithm always pro-
duces a segmented string, it is assumed that
the evidence from morphology is true in vary-
ing degrees depending on the complexity of
the word chain. 'The justification of a hy-
pothesis is based on the evidence presented
by the pragmatic, semantic and syntactic as-
pects shown in the following table.

I | pragmtc | semtc [ syntc | hypths ||

(1) 0 0 0 0
(2) 0 0 1 0
(3) 0 I 0 T
) 0 1 L 0
| (5) 1 0 0 ]
(6) 1 0 1 1
(1) 1 1 0 1
(8) 1 1 1 1

o Case(1) indicates that if no evidence can
prove the truth of the hypothesis, then
the hypothesis is false.

o Case(2) indicates that if the evi-
dence supports an incoherent grammat-
ical sentence inconsistent with the con-
text/circumstance, then the hypothesis
is false as in the case of HF# LT (a ba-
nana ate a monkey).

e Case(3) indicates that if the evidence
supports a meaningful but ungrammat-
ical string inconsistent with the con-
text/circumstance, then the hypothesis
is false, i.e. Hiif# (he wretch) against
the real fact that he is a nice guy.

o Casc(4) indicates that even if the evi-
dence supports a grammatical meaning-
ful sentence but is inconsistent with the
context /circumstance, then the hypoth-
esis is false, i.e., B% TH F R # (the
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president’s forced resignation makes peo-
ple angry) violates the circumstance that
people hate the president.

o Casc(5) indicates the case of an idiomatic
expression where the string is literally
ungrammatical and incoherent, but as a
whole it can be interpreted figuratively
to make perfect sense. Therefore, we as-
sume that the hypothesis is true as in
the case of %k s, literally means ”car-
waler-horse-dragon”, but figuratively, it
means "very crowded”.

¢ Case(6) indicates the case ol a metaphor
or metonymy which superficially it is
an incoherent grammatical string, but
by reasoning with the support of world
knowledge it can be interpreted as a
meaningful string. Then, it is assumed
that the hypothesis is true, i.e., #®mdt
W (I drink North-West wind) means "1
have nothing to cat”.

e Case(7) indicates that the evidence sup-
ports a meaningful but ungrammat-
ical string consistent with the con-
text/circumstance. then the hypothesis
is true as in W # (he wretch) is consis-
tent with the real fact that he is a bad
guy.

o Case(8) indicates that if all evidence
gives positive support to the hypothesis,
then the hypothesis is true.

From the analysis, it seems to be that
pragmatic knowledge provides the strongest

evidence for the hypothesis.  Thercfore,
the highest weight is assigned to the prag-
matic aspect of the certainty factor. In

the absence of pragmatic information a de-
fault assumption, that semantic evidence is
more important than syntactic evidence, is
made. This can be observed in daily life
people communicate through many ungram-
matical expressions without having a prob-
lem of transferring the message such as a
brief email message:! DRAFT-comments-
hard copy best—asap to yw pls. It means ”To

LA brief e_mail message from Dr. Yorick Wilks 1o
the researchers in Computing Research Laboratory at
New Mexico State University.



write the comment for the DRALIT on the
hard copy would be the best. Please return it
to Yorick Wilks as soon as possible.”

The certainty factor CIis used under the
premise that all of the evidence is rendered by
Since lan-
guage is an expression integrating syntactic,

mutually exclusive observations.

semantic and pragmatic information, is the
syntactic, semantic and pragmatic evidence
mutually exclusive? This is not so clear. All
knowledge is culturally dependent, i.c. one
particular instance may be acceptable in one
culture but not in another. In this research a
default assumption is made that the observa-
tions from various language aspects are inde-
pendent. 'I'he question is left open for further
discussion.
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