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Abstract

In this paper, we describe a new corpus-based ap-
proach to prepositional phrase attachment disam-
biguation, and present results comparing perfor-
mance of this algorithm with other corpus-based
approaches to this problem.

Introduction

Prepositional phrase attachment disambiguation
is a difficult problem. Take, for example, the sen-
tence:

(1) Buy a car [pp with a steering wheel].

We would guess that the correct interpretation is
that one should buy cars that come with steer-
ing wheels, and not that one should use a steering
wheel as barter for purchasing a car. In this case,
we are helped by our world knowledge about auto-
mobiles and automobile parts, and about typical
methods of barter, which we can draw upon to cor-
rectly disambiguate the sentence. Beyond possibly
needing such rich secmantic or conceptual informa-
tion, Altmann and Steedman (AS88) show that
there arc certain cases where a discourse model
is needed to correctly disambiguate prepositional
phrase attachment.

However, while there are certainly cases of am-
biguity that seem to need some deep knowledge,
either linguistic or conceptual, one might ask what
sort of performance could be achicved by a sys-
tem that uses somewhat superficial knowledge au-
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tomatically ~xtracted from a large corpus. Recent
work has shown that this approach holds promise
(MRI1, HRY3).

In this paper we describe a new rule-based ap-
proach to prepositional phrasc attachment disam-
biguation. A set of simple rules is learned au-
tomatically to try to predict proper attachment
based on any of a number of possible contextual
cues.

Baseline

Hindle and Rooth (IIR91, MRI93) describe a
corpus-hased approach to disambiguating between
prepositional phrase attachment to the main verbh
and to the object noun phrase (such as in the ex-
ample sentence above). They first point out that
simple attachiment strategies such as right associa-
tion (Kim73) and minimal attachment (Fra78) do
not work well it practice (sce (WEFB90)). They
then suggest using lexical preference, estimated
from a large corpus of texl, as a method of re-
solving attachment ambiguity, a technique they
call “lexical association.” From a large corpus of
parsed text, they first find all noun phrase heads,
and then record the verb (if any) that precedes the
hicad, and the preposition (if any) that follows it,
as well as some other syntactic information about
the sentence. An algorithm is then specified to try
to extract attachment information from this table
of co-occurrences. IFor instance, a table entry is
considered a definite instance of the prepositional
phrase attaching to the noun if:

The noun phrasc occurs in a context where
no verb could license the prepositional phrase,
specifically 1f the noun phrase 15 in a subject
or other pre-verbal position.

They specify seven different procedures for decid-
ing whether a table entry is an instance of no
attachment, sure noun attach, sure verb attach,
or an ambiguous attach. Using these procedures,
they are able to extract frequency information,



counting the number of tines a parficular verh
or noun appears with a particular preposition.

These {requencics serve as fraining data for
the statistical model they use to predict correct
attachment. Lo disambiguate sentence (1), they
would compute the likelihood of the preposition
with given the verh buy, and contrast that with
the likelihood of that preposition given the oun
wheel.

One problem with this approach is that it
is limited in what relationships are examined to
make an attachment decision. Simply extending
Hindle and Rooth’s model to allow for relation-
ships such as that between the verl and the ob-
ject of the preposition would result in foo large

a parameter space, given any realistic quantity of

training data. Another problem of the method,
sharced by many statistical approaches, is that
the model acquired during training is represented
in a huge table of probabilitics, precluding any
straightlorward analysis of its workings.

Transformation-Based Error-Driven
Learning

Transformation-based ervor-driven learning is a
stimple learning algorithin that has beeu applied
to a number of natural langnage probleins, includ-
ing part of speech tagging and syutactic parsing
(Bri92, Bri93a, Brig3h, Briv4). Fignee 1 illus-
trates the learning process.  1Mirst, unannotated
text is passed through the imtial-state aunota-
tor. 'he initial-state annotator can range in com-
plexity from quite trivial (e.g. assigning randomn
structure) to quite sophisticated {e.g. assigning
the output of a knowledge-based annotator that
was created by hand). Once text has been passed
through the initial-state annotator, it is then com-
pared to the truth, as indicated in a manually an-
notated corpus, and transformations are learned
that can be applied to the output of the initial
state annotator to make il better resemble the
truth.

So lar, ouly a greedy scarch approach has been
used: al cach iteration of learning, the transfor-
mation 1s found whose application results i the
greatest improvement; that transformation is then
added to the ordered transformation list and the
corpus is updated by applying the learned trans-
formation. (Sce (RMY4) for a detailed discussion
of this algorithin in the context of machine learu-
g issues.)

Ouce an ordered list of transformations is
learned, new text can be annotated by firsl ap-
plying the initial state annotator to it and then
applying cach ol the transforimations, in order.

UNANNOTATED

TEXT
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————

ANNOTATED
TRUTH

TEXT

N
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I'ransforiuation-Bascd  lirror-Driven

Figure L
Learning,.

Transforination-Based Prepositional
Phrase Attachment

We will now show how transfornmation-based crror-
driven learning can be used to resolve preposi-
tlonal phirase attachient ambiguity. The preposi-
tlonal phrase attachunent earncer learns transfor-
mations from a corpus of 4-tuples ol the form (v
nl p u2), where v is a verh, nl is the head of its
object noun phrase, p is the preposition, and n2
is the head of the noun phrase governed by the
preposition (for example, scef/v the boy/nl on/p
the hall/n2). For all sentences that conform to this
patiern in the Penn Treebank Wall Street Journal
corpus (MSM93), such a 4-tuple was formed, and
cach 4-tuple was paired with the attachment de-
cision used in the Treebank parse.’ "There were
12,766 4-tuples in all, which were randomly split
into 12,266 training samples and 500 test samples.
[n this experiment (as in (ILR91, HRO3)), the at-
tachment choice for prepositional phrases was be-
tween the object noun and the matrix verb. Tn the
Initial state annotator, all prepositional phrases

"Patlerns were extracted using tgrep, a tree-bascd
grep program written by Rich Pito. The 4-tuples were
extracted auntomatically, and mistakes were not man-
ually pruned ont.
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are attached to the object noun.? This is the at-
tachment predicted by right association (Kim73).

The allowable transformations are described
by the following templates:

e Change the attachment location from X to Y il:

—nlis W

— n2is W

- vis W

~pis W

— nlis W1 and n2 is W2
— nlis Wl and v is W2

Here “from X to Y” can be either “from nl to v”
or “from v to nl,” W (W1, W2, etc.) can be any
word, and the ellipsis indicates that the complete
set of transformations permits matching on any
combination of values for v, nl, p, and n2, with
the exception of patterns that specify values for all
four. Tor example, one allowable transformation
would be

Change the attachment location from nl to v
if p is “until”.

Learning proceeds as follows. First, the train-
ing set is processed according to the start state
annotator, in this case attaching all prepositional
phrases low (attached to nl). Then, in essence,
each possible transformation is scored by apply-
ing it to the corpus and computing the reduction
(or increase) in error rate. In reality, the search
is data driven, and so the vast majority ol al-
lowable transformations are not examined. The
best-scoring transformation then becomes the first
transformation in the learned list. It is applied to
the training corpus, and learning continues on the
modified corpus. This process is iterated until no
rule can be found that reduces the error rate.

In the experiment, a total of 471 transfor-
mations were learned — Figure 3 shows the first
twenty.® Initial accuracy on the test set is 64.0%
when prepositional phrases are always attached to
the object noun. After applying the transforma-
tions, accuracy increases to 80.8%. Figure 2 shows
a plot of test-set accuracy as a function of the
number of training mnstances. It is interesting to
note that the accuracy curve has not yet reached a

2If it is the case that attaching to the verb would
be a better start state in some corpora, this decision
could be parameterized.

3n transformation #8, word token amount appears
because it was used as the head noun for noun phrases
representing percentage amounts, e.g. “5%.” The rule
captures the very regular appearance in the Penn Tree-
bank Wall Street Journal corpus of parses like Sales for
the year [vp rose [np5%][pp in fiscal 1984]].

Accuracy

81.00 [ —
80.00 -
79.00]

Tigure 2: Accuracy as a function of training corpus
size (no word class information).

plateau, suggesting that more training data would
lead to further improvements.

Adding Word Class Information

In the above experiment, all transformations are
triggered by words or groups of words, and it is
surprising that good performance is achieved even
in spite of the inevitable sparse data problems.
There are a number of ways to address the sparse
data problem. One of the obvious ways, mapping
words to part of speech, seems unlikely to help. In-
stead, semantic class information is an attractive
alternative,

We incorporated the idea of using semantic in-
formation in the following way. Using the Word-
Net noun hierarchy (Mil90), each noun in the
{raining and test corpus was associated with a set
containing the noun itself plus the name of every
semantic class that noun appears in (if any).* The
transformation template is modified so that in ad-
dition to asking if a noun matches some word W,

*Class names corresponded to unique “synonym
sct” identifiers within the WordNet noun database.
A noun “appears in” a class if it falls within the hy-
ponym (1s-A) tree below that class. In the experiments
reported here we used WordNet version 1.2.



Change Attachnient
Location

# | From | o Condition

L N1 V Pis al

2 N1 v A Pisas

3 N1 Vv Pis mlo

4 N1 V Pis from

) N1 V P is with N

6 N1 vV N2 is year

7 N1 \Y Pis by
T > 13 0 and

8 N1 v NT s amount
9 NI \4 Vs through |

0] NI Y TP s during
T T NT 1 v TN Us put T

27 NI [TV

13 N1 Y% P is under

14 NI Y P is after
T T T T T T Vs have and

15 N1 \% I is in

L6 N1 -V | Pis withoul

17 vV N1 Pis of

- V is buy and

18 N1 \% Pis for

19 N1 \Y P is before
T T T Vs have and

20 NI \Y% P is on

Figure 3: The first 20 transformations learned for
prepositional phrase attachment.

it ean also ask if it is & member of some class C.5
This approach to data sparseness is similar to that
of (Res93b, RY3), where w wmethod is proposed
for using WordNel in conjunction with a corpus
Lo obtain class-based statistics. Our method here
is much simpler, however, in that we are only us-
ing Boolecan values Lo indicate whether a word can
be a member of a class, rather than estimating a
full set of joint probabilitics involving classes.

Sinee the transformation-based approach with
clagses can generalize in a way that the approach
without classes is unable to, we would expect fewer
transformations to be necessary. Txperimentally,
this is indeed the case. In a second experiment,
trainiug and testing were carried out on the same
samples as in the previous experiment, but this
time using the extended translormation templates
for word classes. A total of 266 transforinations
were learned. Applying these transformations to
bhe test set resulted in an accuracy of 81.8%.
In figure 4 we show the lirst 20 transformations
learned using noun classes. Class deseriptions are
surrounded by square brackets.® 'The first trans-
formationstates that il N2 is a noun that describes
time (i.e. is a member of WordNet class that in-
cludes the nouns “year,” “month,” “weck,” and
others), then the prepositional phrase should be
ablachied to the verh) since time is much more
likely to modily a verb (e.g. leave the meeting in
an hour) than a noun.

This experiment also demonstrates how any
fealure-based lexicon or word classification scheme
can trivially be incorporated into the learncr, by
extending transformations to allow them to make
reference to a word and any of its features.

Fvaluation against Other

Algorithms
In (1RO, HRI3), training is done on a
supersel. ol sentence  types used in train-
ing the transformation-based lcarncr. L'he

transformation-based learner is trained on sen
tences containing v, nt and p, whercas the algo-
rithm described by Hindle and Rooth can also use
sentences containing only v and p, or only nl and
p. [u their paper, they train on over 200,000 sen-
tences with prepositions from the Associated Press
(AP) newswire, and they quote an accuracy of 78-
80% on AP test data.

*Tor reasons of run-time cfliciency, transformations
making refercuce to the classes of both nl and n2 were
not permitted.,

“Tor expository purposces, the unique WordNet
identifiers have been replaced by words that describe
the content of the class
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Change
Attachment
Location
# | From | To | Condition
1 N1 V | N2is [time]
2 N1 V | Pis at
3 N1 \Y P is as
4 N1 V | Pisanto
] NI V | Pis from
6 N1 V | P is with
7 N1 V | Pisof - ]
P is in and
N1 is
8 N1 V | [measure, quantity, amount]
P is by and
9 N1 V | N2is fabstraction]
10| NI V | Pis through
TP is i and T
N1 is
11| NI V | [group,grouping]
12 \Y N1 | Vis be
13 N1 \Y Vs put
14| NI V | Pis under
P is in and
N1is
15| NI V | [written communication]
16 N1 V o P is without
17| NI V | Pis during
7 P is on and
18| NI V | Nlis fthing]
191 NI V | Pis after
i V is buy and
20| N1 V | Pis for

Figure 4: The first 20 transformations learned
for prepositional phrase attachment, using noun
classes.

# of

Mecthod Accuracy | Transforms

t-Scores 70.4 - 75.8
I'ransformations 80.8 171
Transformations I

(no N2) 79.2 418
Transformations

(classcs) 81.8 266

Iigure 5: Comparing Results in PP Attachment.

In order to compare the two approaches, we
reimplemen:ed the algorithm from (HR91) and
tested 1t using the same training and test set
used for the above cexperiments. Doing so re-
sulted in an attachment accuracy of 70.4%. Next,
the training set was expanded to include not only
the cases ol amibiguous attachment found in the
parsed Wall Street Journal corpus, as before, but
also all the unambiguous prepositional phrase at-
tachments found in the corpus, as well (continu-
ing to exclude the test set, of course). Accuracy
improved to 75.8%7 using the larger training set,
still significantly lower than accuracy obtained us-
ing the transformalion-based approach. The tech-
nique described in (Res93b, RH93), which com-
bined Hindle and Rooth’s lexical association tech-
nique with a WordNet-based conceptual associa-
tion measure, resulted in an accuracy of 76.0%,
also lower than the results obtained using trans-
formations.

Since MHindle and Rooth’s approach does
not make reference to n2, we reran the
transformation-learner disallowing all transforma-
tions that make reference to n2. Doing so resulted
in an accuracy of 79.2%. Sce figure 5 for a sum-
mary of results.

It is possible to compare the results described
here with a somewhat similar approach devel-
oped independently by Ratnaparkhi and Roukos
(RR94), since they also used training and test data
drawn [rom the Penn Treebank’s Wall Street Jour-
nal corpus. Instead of using manually constructed
lexical classes, they use word classes arrived at via
mutual information clustering in a training corpus
(BDAF92), resulting in a representation in which
cach word is represented by a sequence of bits.
Asg in the experiments here, their statistical model
also makes use of a 4-tuple context (v, nl, p, n2),
and can use the identitics of the words, class infor-
mation (for them, values of any of the class bits),

"I'he difference between these results and the result
they quoted is likely due to a much larger training sct
used in their original experiments.




or botht kinds of inforination as coutextunal lea-
tures - - they desceribe a scarch process used Lo
determine what subset of the available informa-
tion will be used in the model. Given a choice
of features, they frain a probabilisiic model for

Pr(Site|context), and iu testing choose Site == v
or Site = nl according to which has the higher

conditional probability.

Ratnaparkhi and Roukos report, an accuracy
of 81.6% using both word and eclass information
on Wall Street Journal text, using a training cor-
pus twice as large as thal used in our experiments.
They also report that a decision tree model con-
structed using the same features and training data
achieved performance of 77.7% on the smue test
sel.,

A nuniber of other researchers have explored
corpus-based approaches to prepositional phrase
altachment disambiguation that make use of word
classes. Yor exawnple, Weischedel el ol (WABT91)
and Basili et ol (BPYYL) both describe the
use of manunally coustructed, domain-specific word
classes together with corpus-based statistics in or-
der to resolve prepositional phrase attachient an-
higuity. Because these papers describe resulls ob-
tained on dilferent corpora, however, it is difliculi
to make a performance comparison,

Conclusions

The transformation-based approach to resolving
prepositional phrase disambignation has a nnmber
of advantages over other approaches. In a dirvect
comparison with lexical association, higher accu-
racy 1s achieved using words alone even though
attachment information is captured in a relatively
small number of simple, readable rules, as opposed
to a large nunber of lexical co-occurrence proba-
bilities.

In  addition, we have shown how the
transformation-based learner can casily he ex-
tended o incorporate word-class information.
I'his resulted in a shight increase in performance,
but more notably it resulted in a reduction by
roughly half in the fotal number of (ransfor-
mation rules needed. And in contrast to ap-
proaches using class-based probabilistic models
(BPVIL, Res93c, WABTO1) or classes derived via
statistical clustering methods (RR94), this tech-
nique produces a rule set that captures conceptual
gencralizations concisely and in human-readable
form.

Furthermore, nsofar as compatisons can be
made among separate cexperiments using Wall
Street. Journal training and test data ((TIR91),
reiwiplermented  as  reported  above;  (Res93c,

RILO3); (RRY4)), the rule-based approach de-
scribed here achieves better performance, using an
algorithm that is conceptually quite simple and in
practical terins extremely easy (o implenent.®

A more general poinl,
is that the transformation-based approach is eas-
iy adapted to situations in which some learning
[rom a corpus 1s desirable, but hand-constructed
prior knowledge is also available. Fxisting knowl-
edge, such as structural strategics or even a prior:
lexical preferences, can be incorporated into the
start. state annotator, so that the learning algo-
rithim begins with more refined input. And known
exceptions can be handled transparently simply by
adding additional rules to the sct that is learned,
using the sare representation,

A disadvantage of the approacl is that it re-
quires supervised training - - that is, a represcnta-
tive seb of “true” cases from which to learn. How-
ever, this becomes less of a problem as annotated
corpora become increasingly available, and sug-
gests the combination of supervised and unsuper-
vised methods as an interesting avenue for further
researcli.
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