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Abstract

This paper describes a unified framework for bilingual
text matching by combining existing hand-written
bilingual dictionaries and statistical techniques. The
process of bilingual text matching consists of two ma-
jor steps: sentence alignment and structural matching
of bilingual sentences. Statistical techniques are ap-
plied to estimate word correspondences not included
in bilingual dictionaries. Estimated word correspon-
dences are useful for improving both sentence align-
ment and structural matching.

1 Introduction

Bilingual (or parallel) texts are useful as resources of
linguistic knowledge as well as in applications such as
machine translation.

One of the major approaches to analyzing bilin-
gual texts is the statistical approach. The statistical
approach involves the following: alignment of bilin-
gual texts at the sentence level using statistical tech-
niques (e.g. Brown, Lai and Mercer (1991), Gale and
Church (1993), Chen (1993), and Kay and Réscheisen
(1993)), statistical machine translation models (e.g.
Brown, Cocke, Pietra, Pietra et al. (1990)), finding
character-level / word-level / phrase-level correspon-
dences from bilingual texts (e.g. Gale and Church
(1991}, Church (1993), and Kupiec (1993)), and word
sense disambiguation for MT (e.g. Dagan, Itai and
Schwall (1991)). In general, the statistical approach
does not use existing hand-written bilingual dictio-
naries, and depends solely upon statistics. For ex-
ample, sentence alignment of bilingual texts are per-
formed just by measuring sentence lengths in words
orin characters (Brown et al., 1991; Gale and Church,
1993), or by statistically estimating word level corre-
spondences {Chen, 1993; Kay and Roscheisen, 1993).

The statistical approach analyzes unstructured sen-
tences in bilingual texts, and it is claimed that the
results are useful enough in real applications such as
machine translation and word sense disambiguation.
However, structured bilingual sentences are undoubt-
edly more informative and important for future natu-
ral langnage researches. Structured bilingual or mul-
tilingual corpora serve as richer sources for extract-
ing linguistic knowledge (Klavans and Tzoukermann,
1990; Sadler and Vendelmans, 1990; Kaji, Kida and
Morimoto, 1992; Utsuro, Matsumoto and Nagao,
1992; Matsumoto, Ishimoto and Utsuro, 1993; Ut-
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suro, Matsumoto and Nagao, 1993). Compared with
the statistical approach, those works are quite differ-
ent in that they use word correspondence information
available in hand-written bilingual dictionaries and
try to extract structured linguistic knowledge such
as structured translation patterns and case frames of
verbs. For example, in Matsumoto et al. (1993), we
proposed a method for finding structural matching
of parallel sentences, making use of word level simi-
larities calculated from a bilingual dictionary and a
thesaurus. Then, those structurally matched parallel
sentences are used as a source for acquiring lexical
knowledge such as verbal case frames (Utsuro et al.,
1992; Utsuro et al., 1993).

With the aim of acquiring those structured linguis-
tic knowledge, this paper describes a unified frame-
work for bilingual text matching by combining exist-
ing hand-written bilingual dictionaries and statistical
techniques. The process of bilinguel text matching
consists of two major steps: sentence alignment and
structural matching of bilingual sentences. In those
two steps, we use word correspondence information,
which is available in hand-written bilingual dictionar-
ies, or not included in bilingual dictionaries but esti-
mated with statistical techniques.

The reasons why we take the approach of combin-
ing bilingual dictionaries and statistics are as follows:
Statistical techniques arc limited since 1) they re-
quire bilingual texts to be long enough for extract-
ing useful statistics, while we need to acquire struc-
tured linguistic knowledge even from bilingual texts
of about 100 sentences, 2) even with bilingual texts
long enough for statistical techniques, useful statistics
can not be extracted for low frequency words. For the
reasons 1) and 2), the use of bilingual dictionaries is
inevitable in our application. On the other hand, ex-
isting hand-written bilingual dictionaries are limited
in that available dictionaries arc only for daily words
and usually domain specific on-line bilingual dictio-
naries are not available. Thus, statistical techniques
are also inevitable for extracting domain specific word
correspondence information not included in existing
bilingual dictionarics.

At present, we are at the starting point of com-
bining existing bilingual dictionaries and statistical
techniques. Therefore, as statistical techniques for es-
timating word correspondences not included in bilin-
gual dictionaries, we decided to adopt techniques as
simple as possible, rather than techniques based-on
complex probabilistic translation models such as in
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Browu et al. (1990), Brown, Pietra, Pietra and Mer-
cer (1993), and Chen (1993). What we adopt are sim-
ple co-occurrence-frequency-based techniques in Gale
and Church (1991) and Kay and Réscheisen (1993).
As techniques for sentence alignment, we adopt also
quite a simple method based-on the number of word
correspondences, without any probabilistic transla-
tion models.

In the following sections, we illustrate the specifi-
cations of our hilingual text matching framework.

2 'The Framework of Bilingual
Text Matching

The overall framework of bilingual text matching is
depicted in Fig. 1. Although our framework is im-
plemented for Japanese and Fnglish, it is language
independent.

First, bilingual texts are aligned at sentence level
using word correspondence information which is avail-
able in bilingual dictionaries or estimated by statis-
tical techniques. “Statistical estimaotion” at text level
indicates that length-based statistical techniques are
applied if necessary. (At present, they are not im-
plemented.) “Statisticul estimation” at sentence level
indicates that word-to-word correspondences arc es-
timated by statistical techniques. Then, each mono-

lingunal sentence is parsed into a disjunctive depen-
dency structure and structurally matched using word
correspondence infortnation. In the course of struc
tural matching, lexical and syntactic ambiguities of
monolingual sentences are resolved. Iinally, from the
matching results, monolingual lexical knowledge and
translation patterns are acquired.

So far, we have implemented the following: sen-
tence alignment based-on word correspondence in-
formation, word correspondence estimation by co-
occurrence-frequency-based methods in Gale and
Church (1991) and Kay and Roscheisen (1993), struc-
tural matching of parallel sentences (Matsumoto et
al., 1993), and case frame acquisition of Japancse
verbs (Utsuro et al, 1993). In the remainder of
this paper, we describe the specifications of sentence
alipnment and word correspondence estimation in
sections 3 and 4, then report the results of small ex-

periments and evaluate our {framework in section 5.
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3 Sentence Alignment

3.1 Bilingual Sentence

Problem

In this section, we formally define the problem of
bilingual sentence alignment.’

Let S be a text of n sentences of a language, and
T be a text of m sentences of another language and
suppose that S and 7' are translation of each other:

S =
T =

Alignment

51,82,...,8n
tlat27'-~7tm

Let p be a pair of minimal corresponding segments
in texts S and T. Suppose that p consists of = sen-
tences S, - - -5 8q in S and y sentences ty yyq,. .., 8y
in 7" and is denoted by the following:

p = (a,a;by)

Note that z and y could be 0. In this paper, we
call the pair of minimal corresponding segments in
bilingual texts a sentence bead.? 'Then, sentences in
bilingual texts of S and T are aligned into a sequence
P of sentence beads:

P = P1,P2s- -5 Pk

We put some restriction on possibilities of sentence
alignment. We assume that each sentence belongs to
only one sentence bead and order constraints must
be preserved in sentence alignment. Supposing p; =
{as, @ bs, ¥i), those constraints are expressed in the
following:

ag = 0 3 bg = 0

a; = aqtao, b= bty (1<i<k)

Suppose that a scoring function 2 can be defined
for estimating the validity of each sentence bead p;.
Then, bilingual sentence alignment problem can be
defined as an optimization problem that finds a se-
quence P of sentence beads which optimizes the total
score H of the sequence P:

H(P) = Huplh(p1),...,h(ps))

3.2 Bilingual Sentence Alignment us-
ing Word Correspondence Infor-
mation

In this section, we describe the specification of our
sentence alignment method based-on word correspon-
dence information.?

In this paper, we do not describe paragraph alignment pro-
cess. For the moment, our paragraph alignment program is not
reliable enough and the results of sentence alignment are better
without paragraph alignment than with paragraph alignment.
Since bilingual texts in our bilingual corpus are not so long,
the computational cost of sentence alignment is not serious
problem even without paragraph alignment.

27The term bead is taken from Brown et al. (1991).

3We basically use dictionary-based bilingual sentence align-
ment method originally reported in Murao (1991). The work
in Murao (1991) was done under the supervision of Prof. M.
Nagao and Prof. S. Sato (JAIST, Bast).
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3.2.1 Score of Sentence Bead

Before aligning sentences in bilingual texts, content
words are extracted from each sentence (after each
sentence is morphologically analyzed if necessary),
and word correspondences are found using both bilin-
gual dictionaries and statistical information source for
word correspondence. Then, using those word corre-
spondence information, the score h of a sentence bead
p 1s calculated as follows,

First, supposing p={(a, z; b, y), and let ny(a, z) and
n¢(b,y) be the numbers of content words in the se-
quences of sentences sq py1,...,8q and £y, ..yt
respectively, and n4.(p) be the number of correspond-
ing word pairs in p. Then, the score h of pis defined as
the ratio of ng(p) to the sum of ny(a,z) and n,(b,y):

- N1 (p)
Mp) = ns(u,:v)Jrnt(b,y‘)

3.2.2 Dynamic Programming Method

Let P, be the sequence of sentence beads from the
beginning of the bilingual text up to the bead p;:
Pi = PPy sPi
Then, we assume that the score H(P;) of P; follows
the recursion equation below:
H(P) = H(Pit)+h(p:) (1)

Let Hyp(as, b;) be the maximum score of aligning a
part of S (from the beginning up to the a;{(=a; +z;) -
th sentence) and a part of ' (from the beginning up
to bi(=b;.1+y;) - th sentence). Then, Equation 1 is
transformed into:

H‘m(aiybi)
= max{Hm(ai — x5, bi =) + h({as, x4 b, yl))}

Ty

where the initial condition is:

Hn(a0,00) = Hp(0,0) = 0

We limit the pair (z;,y;) of the numbers of sen-
tences in a sentience bead to some probable ones. For
the moment, we allow only 1-1, 1-2, 1-3, 1-4, 2-2 as
pairs of the numbers of sentences:

(zoys) € {(1,1),(1,2),(2,1),(1,3),
(3,1),(1,4),(4,1),(2,2)}

This optimization problem is solvable as a standard
problem in dynamic programming. Dynamic pro-
gramming is applied to bilingual sentence alignment
in most of previous works (Brown et al., 1991; Gale
and Church, 1993; Chen, 1993).



4 Word Correspondence Esti-
mation

In this section, first we describe estimation functions
based-on co-occurrence frequencies. 'I'hen, we show
how to incorporate word correspondence information
available in bilingual dictionaries and to estimate
word correspondences not included in bilingual dic-
tionaries. IMinally, we describe the threshold function
for extracting corresponding word pairs.

4.1 Estimation Function

In the following, we assumne that sentences in the
bilingual text are already aligned.

Leet w, and wy be words in the texts S and T re-
spectively, we define the following frequencies:

req{w,,wy) = {frequency of w, and w,’s
q q y

co-occurring in a sentence bead)
Jreq(w,)
freq(wy) =

N =

il

a
(frequency of w,)
)

(frequency of w;

l

(total number of sentence beads)

Then, estimation functions of Gale’s (Gale and
Church, 1991) and Kay’s (Kay and Roscheisen, 1993)
are given as below.

4.1.1 Gale’s Method

Let a ~ d be as follows:

a = [freqlws,w,;)
b= freq(ws) — freqws, wy)
¢ = freq(w,) ~ freq(wa,w,)

= N—-a—-b-—¢

Then, the validily of word correspondence w, and w,
is estimated by the following value:

hg{wa, wy)
(ad — be)?

(atb)(a+c)(b +d)(c +d)
(ad — be)?

f?'eq(ws)f;:ejj(wt)(]\fifreq(wg))('N— freq(wy))

4.1.2 Kay’s Method

The validity of word correspondence w, and w; is
estimated by the following value:
2freq(w,,wy)

W) =gt + fregfu)

4.2 Incorporating Bilingual Dictio-

nary
By incorporating word correspondence information
available in bilingual dictionaries, it becomes easier to

estimate word correspondences not included in bilin-
gual dictionaries.

Let w, be a word in the text S and w,, w; be words
in the text 7. Suppose that the correspondence of w,
and w, is included in bilingual dictionaries, while the
correspondence of w, and w; is not included. Then
the problem is to estimate the validity of word corre-
spondence of w, and wi.

Let  freq(ws,we),  fregws,wy),  [freq(w,),
freq(w,), and freg(w;) be the same as above, and
freq(wy, wy,wy) be the frequency of w,, wy, and w}’s
co-occurring in a sentence head. Then, we solve the
problem above by defining freq’(w,,w}), freq'(ws),
freq'(w}), and N' which become the inputs to Gale’s
method or Kay’s method. We describe two different
ways of defining those values.

Estimation I

One is to estimate all the word correspondences
equally except that the co-occurrence of w, and w,
is preferred to that of w, and w). freq'(w,, w}),
freq' (w,), freq'(w)), and N’ are given below:?

i

freq' (ws,w})

freq(w,, w}) - Z freq(ws, wy, wy)
we

freq'(wy) = freq(w,)
freq(ul) = freg(uf)
N = N

( freq'(ws,wy) = freq(ws,wy) )

When w,,w;, and w} are co-occurring in a sentence
bead, the co-occurrence of wy and wy is preferred and
that of w, and wj is ignored. Thus, freq (w,,w;)
is obtained by subtracting the frequency of all those
cases from the real co-occurrence frequency of w, and
wi. But, freq'(wy) and freq'(w)) are the same as the
real frequencies and the estimated word correspon-
dences reflect the real co-occurrence frequencies in the
input text. (Compare with Estimation I1.) Word
correspondences both included and not included in
bilingual dictionaries are equally estimated their va-
lidities.

Estimation II

The other is to remove from the input text all the
co-occurrences of word pairs included in bilingunal dic-
tionaries. freq'(w,, wt), freq'(w,), freq' (w)), and N’
are given below:

It can happen that, within a sentence bead, one word of
a language huas more than one corresponding words of the op-
posite language and all the correspondences are included in
bilingual dictionaries. In that case, formalizations in this sec-
tion need some modifications,
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freq'(ws,w}) =

fTGQ(ws,w;) - Z fTeq(ws,wt’wf{)

freq'(ws) = freg(w,) - Z freq(w,, w;)

i

freq(wy) =Y freq(w),w})

’
wy

freq'(wy)

(the correspondence of w!, and w}
is included in bilingual dictionaries)
N = N

With this option, after all the co-occurrences of word
pairs included in bilingual dictionaries are removed
from the input text, word correspondences not in-
claded in bilingual dictionaries are estimated their
validities.

In the following sections, we temporarily adopt Es-
timation I for estimating word correspondences not
included in bilingual dictionaries. It is necessary to
further investigate and compare the two estimation
methods with large-scale experiments.

4.3 Threshold Function

As a threshold function for extracting appropriate
corresponding word pairs, we use a hyperbolic func-
tion of word frequency and estimated value for word
correspondence.

At first, we define the following variables and
constants:®

¢ = (co-occurrence frequency)

y = (estimated value for word correspondence)

a = (constant for eliminating low frequency
words) ( 1.0 for both hy and hy, )

b = (constant for eliminating words)

with low estimated value)
( 0.1 for hg and 0.3 for Iy )

¢ = (lower bound of word frequency)
( 2.5 for both Ay and hy, )

Then, the threshold function g{w,y) is defined as be-
low:
z(y — b)

9(z,y) = (2 >c)

And the condition for extracting corresponding word
pairs is given below:

glz,y) >1 , z>c

When using extracted word correspondences in sen-
tence alignment and structural matching, at present
we lgnore the estimated values and use estimated
word correspondences and word correspondences in
bilingual dictionaries equally.

5Note that values for constants are determined temporarily
and need further investigation with large-scale experiments.
Especially, constants related to word frequency have to be
tuned to the length of texts.
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5 Experiment and Evaluation

In this section, we report the results of a small ex-
periment on aligning sentences in bilingual texts and
statistically estimating word correspondences.

The sentence alignment program and the word cor-
respondence estimation program are named AlignCO.
The processing steps of AlignCO are as follows:

1. Given a bilingual text, content words are ex-
tracted from each sentence.

2. A Japanese-English dictionary of about 50,000 en-
tries is consulted and word correspondence infor-
mation is extracted for content words of each sen-
tence.

3. The sentence alignment program named
AlignCO/A aligns sentences in the input text by
the method stated in section 3.2.

4. Given the aligned sentences in the bilingual text,
the word correspondence estimation program
named AlignCO/C estimates word correspon-
dences which are not included in the Japanese-
English dictionary with option Estimation I in
section 4.2.

5. Combining word correspondence information
available in the Japanese-English dictionary and
estimated by AlignCO/C, sentences in the input
text are realigned.

As input Japanese-English bilingual texts, we
use two short texts of different length -— 1) “The
Dilemma of National Development and Democracy”
(305 Japanese sentences and 300 English sentences,
henceforth “dilemma”), 2) “Pacific Asia in the Post-
Cold-War World” (134 Japanese sentences and 123
English sentences, henceforth “cold-war”). Since the
results of Gale’s method and Kay’s method did not
differ so much, we show the result of Gale’s method
only.

5.1 Sentence Alignment

The followings are five best results of sentence align-
ment before and after estimating word correspon-
dences not included in the Japanese-English dictio-
nary. The results are improved after estimating word
correspondences not included in the bilingual dictio-
nary.

“dilemma”
number of errors average
(five best solutions) error rate

Ist trial | 18 18 19 19 16 6.3%
2nd trial | 13 14 14 15 13 4.8%

“cold-war”

number of errors average
(five best solutions) | error rate
Isttrial { 5 6 4 7 8 4.9%
2nd trial | 4 2 2 5 0 2.1%




5.2 Word Correspondence Estimation

We classify the estimated word correspondences into
three catcgories, “correct”, “part of phrase”, and
“wrong”. “part of phrase” means that the estimated
word correspondence can be considered as part of cor-
responding phrases. “error rate” is the ratio of the
number of “wrong” word correspondences to the to-
tal number.

“dilemma”
[ [ part of
total | correct | phrase | wrong || error rate
st e [ s |4 4s%
“cold-war”
T Topartof [ [ ]
total || correct | phrase | wrong || error rate
37 | | 10 | T8 216% |

The result of “dilemma” is better than that of “cold-
war”. This is because the former is longer than the
latter.

The followings are example word correspondences
of each category where f,, fi, and fq are freg{w,),
freg(w,), and freq(w,,w,;) respectively. The paren-
thesized correspondence is not extracted by the
threshold function.

correct
I T R A A
ANG v sultan 0.75 | 4 3 3
4l press 080 | 5 4 4
i liberal | 0.64 | 20 15 14
BUE cconomic | 032 |33 19 15
part of phrase
L we we [y [ L f fu
L civilian 100 6 6 6
' supremacy | 0.83 | 6 5 5
Y civilian 069 | 6 6 5
1 supremacy | 0.83 | 6 5 5
(i supremacy | 0.44 | 4 5 3
| (W5 civilian | 037 ] 4 6 3)]
WTOLE
we we  [hy [e e [
IUN does 0491 6 3 3
AT ~and 0.41 |47 62 5 |
Most of “correct” correspondences are proper
names like “ AN ¥ > - sultan”, or those which have
different parts of speech, like “ [l (noun) - lib-

cral (adjective)” and “ #97 (noun) - economic (adjec-
tive)”, or those which can be considered as translation
equivalents but not included in the Japanese-English
dictionary, like “ il (news) - press”.

The examples of “part of phrase” form a phrase
correspondence “ SCIGHENS - civilian supremacy”.

The former “wrong” correspondence “ 5 (nean-
ing) -- does” comes from the correspondence of long
distance dependent phrases “ M 4% - does ~
mean”. The latter “wrong” correspondence “ AT
(pacific ocean) — and” is extracted by Gale’s method
because both freq(AVif) and freg(and) are high
and close to the total number of sentence heads. This
correspondence is not extracted by Kay’s method.

Then, in Fig. 2, we illustrate the relation between
the estimated value hy(w,,w;) of Gale’s method and
the co-occurrence frequency freq(wsg, wy) for the text
“dilemma”. The threshold function seems optimized
so that it extracts as many word correspondences of
the category “correct” and “part of phrase” as possi-
ble, and extracts as few word correspondences of the
category “wrong” as possible.

6 Concluding Remarks

This paper described a unified framework for bilin-
gual text matching by combining existing hand-
written bilingual dictionaries and statistical tech-
niques. lispecially, we described a method for align-
ing sentences using word correspondence information,
and a method for estimating word correspondences
not included in bilingunal dictionaries.

Estimated word correspondence information will
improve the results of structural matching of bilin-
gual sentences. It will be reported in the future. With
the same techniques as those for estimating word cor-
respondences, it is quile easy to estimate correspon-
dences of phrases such as noun phrases and idiomatic
expressions. ‘Lhen, the results of structural matching
will be much more improved.

In order to improve the accuracy of sentence align-
ment, we need to combine our word-correspondence-
based method with those length-based methods in
Brown et al. {1991) and Gale and Church (1993).
In the case of Japanese-Iinglish texts, the word-
based method in Brown et al. (1991) might be better
than the character-based method in Gale and Church
(1993).
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