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SUMMALY

T'he method is based on the similarity between manval motion de

In this paper, we propose a classification method for sigus in Japanese Sign Language (JS1).

riptions (MM Ds) of signs, MMDs ave the verbal

descriptions of signs, "The measure of stmilarity between MM Ds s derived vom their longest common subsequence
(LCS) of MM Ds. By computing feature vectors of n properties from a finite set of MMDs and plotting them in

the n-dimeunsional Fuclidean space, the similarity between signs can be regarded as an internal angle between the

vectors. The result of onr experiment 1s that the significant sign [amilies can be obtained.

1. INTRODUCTION

Stokoe (1960) is the first lingnist to deal with the
structure of signs in the siane way as that of oral words.
He noted that there were three kinds of parameters in
describing the sign in American Sign Language (ASL) as
follows: (1) the location of the signs relative to the body,
(2) the hand-shape of hands involved in articulating the
sign and, (3) the movement of hands. Other linguists
(Friedman 1977, Battison 1978) have claimed that a
fourth parameter 1s obligatory, that is, the spatial ori-
entation of the hands relative to the body. In Japanese
Sign Language (JSL), a few linguists (‘Tanokami 1979,
Kanda 1982) took the similar approaches.

Thus, we need to specify the location, hand-shapc,
movemend and orientation of the hands to describe
the sign. Furthermore, it is interesting to note thal a
change in only one of the significant elements in hand-
shape, location, orientation and movement oflen results
t changing the meaning (ex., antonym, synonym). The
notation systems proposed by lngnists can provide a
very detatled and broader representation to describe
signs. It s, however, not easy to transform the sign
into the notation. For this reason, it is too cosi to col-
leet a large amount of sign data.

Consider, for example, a ninimal pair in the move-
ment as shown in IMig. 1.

:

[t is clear that the minmal paiv { T (e.m), T

Fig [ The Minimal Pair of Signs (Fiiil (a.m.), 1 (pan.))

# (p.ne)} micans the antouym semantically and repre
seuts the synumetry visnally. Typical sign dictionary
consists of illustrations or photographs and the verbal
deseriptions, we called the deseriptions menual molion
descriplions (MMDs) represented as text written in nat-
ural language.

It can be considered that a MMB represents inlor-

mation extracted from a series of the manual motions

of the sign. H is not difficult, to find the synunetry of

sighs by the contrast helween two MMDs. Tor exann-

ple, the contrast of words 47 (right) and 4 (left) can be

— 441

obtained from comparing MMDs of 1% (aan.) with /F

% (p.m) as follows.

T NG X DS & TR P B By i
4T At & TR PR & CC Fo ik i

We describe a classification method for signs using
mathematical techniques based on the similarity be-
tween MM Ds.

961



2. DATA STRUCTURES FOR MMDS

This section describes the remarkable eharacteristics
of MMD and

The method means that MMDs can be trans-

a transformation method derived from
then.

forined into the n-dimensional feature vectors.

2.1 The Remarkable Characteristics of MMDs

MM Ds mean a kind of the verbal descriptions of the
sign, which are written in Japanese language and has

remarkable characteristics as [ollows:

MM Ds have more constraints on syntactic patterns
and words than general Japanese senteuces,  In
other words, there are some kind of syntactic pal-

terns in MMDs,

o In Japanese, synonyms arc often marked with the
common kanji-characters. For example, each set of
words A = { 47T T 6T}, B = (B,

i, P,

R, /ME ) has a common postlix

kanji-character T- or $f and some kinds of semantic
J
groups are constricted by them such as

A T (right hand)

T (hand) = { Wi« T (left hand)
K T (both hands)

WG (thumb)
N 4 (index fm,qr/)

i (finger) =
F - i (third finger)

H
AN IR (ittle finger)

H

17 (
1 (
W A (middle finger)
1 (
fif (

Thus, the combination of kanji-characters means se-
mantic concatenation. Sato (1992) has also pointed out

thein in his paper.

2.2  Transformation into Feature Vectors

To represent the distribution of words mathemat-
ically, it is convenient to considered as points in the
n-dimensional Euclidean space.  The coordinates of
points can be given as the n-dimensional feature vee-
tors. Then, an internal angle hetween the vectors can
be considered as the similarity between the words. In
this case, properties of the feature vectors need to tany

poinls of view. (i.e.,, word [requency, part of speech,
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co-occurrence relation, and so on). In pattern recogni-
tions, the samne approaches have made use of recognizing
pictures and letters. Therefore, we also select this ap-
proach which is signs are plotted in the n-dimeunsional
Buclidean space. Feature vectors can be obtained by
constructing a finite state antomaton accepting MMIDs
as follows.

It is well known that finite state anfamata recognize

L974). 1f

finlte stauve

finite state languages (see Aho, AV, et al.
a class of patterns can be described
language, a linite state antomaton can be constructed
to recognize MMDs described this class of patterns.
Example.2.1

Let A={i T-OBU A 1 4, B=A T OPYRE NT %
and C=T-O/E %Wl 5 be MMDs.
transitton diagram of a automaton accepting the set of
MMD is shown in Pig. 2.2.

The linile state

1T g
\ 5 Af.'ﬁv)\o Wi # Cg N )7\©

e A stie Awrs /

Fig 2. A Finite State Transition Diagram

Then, a regular expression derived from the above

diagram is shown the following.
(i fe iy Fo B dEE (LR ) s,

Bach kangi- or kana- character of the above regular
expression can be considered as properties on the fea-
ture vectors for the sign. The feature vectors for the

sign derived fromt MM Ds are shown in ‘Table |

(A0 7w T o WA os L b
A[To o T 1 1 6 1 11 0 0 1 1
Blo t o1 11 01 1 0 1 01 1
clo o 1 1 r 0 1 1 Lo 0 1 1 1

Table 1: T'he feature vectors derived from MM

Thus, the signs can be represented as {4-dimenstonal
feature vectors,
[0,1].

I'urthermore, we can find a kind of syntactic pattern
~ O~ %~ where
and @ (no) and

which can be defined as bt veclors €

means variables (noun,verh,...),

% (wo) mean case markers,



3. SIMILARITY BETWEEN SIGNS

This section describes how a sunilarity between signs
1s computed. To compute similarity, we introduced the

longest-common-subscquence function (LCS).

3.1 Similarity between MMDs

The result of the previous disenssions can be sun-

marized as follows:

I, Similarity between two signs can be considered as

siilarity between two MMDs,

2. When describing signs mathernatically, it is conve-
uient to regard them as points or feature veclors
in the n-dimensional Buchidean space. The simi-
larily measure between two signs is considered as

an angle of two veetors.

3. 1 a finite state automala accepting MM Ds can be
constructed, properties ol feature vectors can be

placed all characters constructing MM Ds.

Let A = (ap ay,yay) and 3 =2 (by, by, .. 0,) be
n-dimensional feature vectors of signs, "Then, the simi-
larity measure bhetween signs, denoted by S(A4, 3), can

be defined as follows:

DEF. 1 The Similarity between Feature Vectors

(A 13)?

S(A, B) = cos? ) = ——
1AIP(B17

—

< S(A) <)

where (A, B) is the inner product ol vectors A and B,

and can be computed as follows:

n

(A1) = Zum

k=1

. v
|# s the squared Fuclidean norm of veclor A and

14

can be compitted as lollows:

A = (VIATm) = [ (1> a) =Y

Naniely, {|AJ? can he computed as the suin of ¢ =
I in veetor AL (A, B) can be computed as the sun of
a; Aby = 1 in feature vectors A and B,

Recall the feature vectors of Table 1 in the last sec-
tlon. [|A[]* can be delined as a length of MMD related
to vector Ao b the same way, (A, 13) can be delined
as alength of a longest common subsequence of MMIDs

related to vectors A and B, We shall discuss 1 in detadl.

3.2  Longest Common Subsequence

A subsequence of a given string is any sbring ob-
tained by deleting zero or more symbols from the given
string. A longest common subsequence (LCS) of two
strings is a subscquence of hoth that is as long as any
other conon subsequence,

An LOS means that the nmber of matching char-
aclers considering the character order couslraint. For
example, if X = abebdab and Y = bdcaba, then an LCS
of X and Y is beba, and has length 4 as shown in Fig. 3.
The other LOS of X and Y are bdab and beab, and also

have length 4.

X=alb ¢ h da b

Fig 30 Au LCS of X and Y

Let A = ayay..ah, and B8 = biby...b, be sequences,

I'or a given sequence X = wpay. .y, we deline the dh
prefix of X for i == 0, 1,0, as X, = xjau..wy. For
example, if X = abede, then Xy = abe and XNg is the
empty sequience. Then, an LCS of A and B, denotea by
LCS(A ), can be computed efficiently as the follow-
tng recursive formula using Dynamic Programiming (for

Lurther details of LCS, see Thonias 1, et al. 1991).

LOS(A, B) = e(m,n) (2)
i) = c(i—=1,7-— 141 ila; =1y,
e max{e(d, j - D), e(i = 1,j)} ila; #0;

where e(Z, 7) is the lenglh of an LOS of the sequences
Apand By Wi== 0 and/or j = 0, then e(d, j) = 0.



a 0o 0 0

1 1 I
[ 1 1 ! 1 2 2
8 ! ] 22 2 2
b 1 1 2 2 3 03
d | 2 2 2 3 3
QL | 2 2 3 3 4
b | 2 2 3 4 1

Table 2: Table to Compute LCS of X and Y

The result of computing LCS is shown as lollows.
Formnally, let A = ayaq...q,, and I3 = byby. by be
MMDs. Then, S(A, B) mentioned previously can be

defined as follows:

DER.2: The similarity between MM Ds

LOS(A )
s, 1) = LA B ()

mn

(0 < S(ADBY< T =5(4,4))

Thus, we need not to construct a finite state an-
tomaton accepting a set of MMDs and to transform
from MMDs to feature vectors. Therelore, the similar-
ity computation based on the LCS is simpler and casier
than the computation between the vectors,

Batagelj (1989) described that S(A. 12} have to sat-

isfy the following two conditions.
1. S(A,B)=5(B,4)
2. S(A, B) < S(AA) or S(A,B) > 5(A,A)

Obviously, the above similarity measurc salisfies

them.

3.3  An Experiment

We now show results of an experiment and verify
the sirnilarity measure between sigus. We used data in
The Hlustrated Sign Dictionary (Marnyama 1984) lor
the following reasons. We made use the simple descerip-
tion data (1,527 entrics), which were rendered machine
readable data. By merging the same MMDs, in ad-
vauce, 1,514 entries were obtained 1. For exanple, %
i (name) and 23 ¥ (badge) in Table 3 means S($1

AN

i.e., used pattern matehing commands awk and sed on UNIX
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The results ol an experiiment say that the similarities
of 36 pairs are greater than 0.8 and 570 pairs are greater

than 0.5.

[similarity [sign. A~ sign. B
097 [FED(fallure) | | HAILD (drop)y
0.97 D% (after) HH (beside)
0.96 Wi v (glad) EP (happy)
0.93 W (work) LT (o)
0.91 I (woman) TPE (man)
0.90 7w o7 (emblem) | % (name), 732 T (badge)
0.88 M (daughtar) L (son)
0.88 J63E (advancement) | 10 T2 (improvement )
(.88 ¥ (introdnee) (interpreter)

0.87 JE~Z (compare) /37 VA B(balance)
0.86 AT (evidence) GEWT (proof)

0.84 T v (sad)
0.84 1A (go up)
0.83 W (back)

i { (ery)
3 (elimb)
P (inside)

0,83 & (ﬁtrsil,ut(‘) **TW;H (unrest)
0.83 T (below) I (top)
0.83 BT (Yolohana) W15 A (smoolh) ]

Table 3: An Example for Minimal Pairs of Sins

Cousider, for example, parts of the approximalte sim-
ilar pairs as shown in Table 3. A pair { B (daughter), &
1+ (son)} means the antonym and the other pair { AL
W (sad), W< (ery)} means the synonyin. Thus, these
results means that the members of a shnilar pair have
the common semantic component. L other words, by
computing the similarity of MMD, minimal pairs of
signs can be obtained.

The sitnilarity of manual motions resnlis in the sim-
tlarity of meaning, which is a kind of sign formative
units. That is, a minimal pair & and XL {~ have a con-
nmon sernantic component children of parents such
as a motton a hand is moved the forward related
to the body , and an individual semantic compo-
nent the female or male sex such as using a little
or thumnb linger.

T'here are, however, a few exceptions in the above
rule. For example, cach of a pair { 858 (Y okohama), #f
5 (smooth)} have different meaning, but both of
thern are derived from the same iconic motion of the
object "razors”. From the language pragmatics points
of view, the important thing is that a meaning ol sigus
changes in various context just as a meaning of a word
Tspring” changes in various context,

The point we wish to emphasize is that comput-



ing the sitnilarity between MMDs results the significant.

minimal pair of sign.

Mg 4: Signs of M (danghter) and fL [~ (son)

4. A CLASSIFICATION METHOD

4.1 Mathematieal Notion

For a linite set. A, a binary velation (.Y, .\) that
is reflearoc, symmelrie and transitioc iz called an cquiv-
alence relation. Vor cach element 2 in X, we define a
sel. Ay, which contains all the elements of X that are

related ta x by the equivalence relation. Formally,
Ae = {yl(e,y) € RENL X))

Ay is clearly a snbset of X', 'The element . is itsell
contained in A, due to the reflexivity of R; because R is
{rausitive and symimetric, eacl memiber of A, is related
to all the other members of A, This set A, 1s referred
o as an equivalence class of (X, X)) with respect Lo
2. The family of all such equivalence classes defined by
the relation, which is usually denoted by XN/, forins a

partition on X.

4.2 A Classification Method

We deseribe how clustering a given finite sel of signs
using the sinilarity wieasure proposed e Section 3. 'Fhe
sttntlarity relation S{A, 13) satislies the following two
conditions,

SAA) =

e reflexive:

.S'(/"\, /f) o ,H'( 13, /‘)

e symmetric:

S(A, #13), however, doesn’t satisly the transitive con-
\ \

dition. Then, we introduce the following inequality.

S(A, ) > maxmin{S(A, ), S(C, 13)} (1)
Example 4.1

Let X = {a,b,e.d, e} be aset ol signs, and X x X ==
{9, a), S(a, b),5(w, ¢), ..., S(e, e)}.
The similarity relation S{X, X)) can be represented as

the following similarity matrix S.

Sla b ¢ d e

¢ d e

Al 1L 02 05 03 08 0.7 0.3 08
Lloz2 1 03 05 03 BlO3 1 03 0.5 0.3
clos 03 1 02 07 ¢l07 03 1 0.3 07
dlos 05 02 1 0.2 dlos3 05 03 103
|08 03 07 02 1 = e 08 03 07 03 |

S can be transformed 1nto the above transitive ma-
trix T by a formula

TCA ) = maxmin{S(A, C), S(C, 1)},

1 [ L € « 11l b ] a € ¢ 1l b

al 1T 08 0.7 0.3 03 al 1 08 07 -
clOR 107 03 0.3 el08 1 07

cloT 07 1 0 03 clor o7

djo3 03 03 1 05 q I 05
blos 03 03 05 1 =5 b 0.5 1

1" can be transformed into the other matrix by a
mabrix sorting operation which rearrange the attributes
according to their correlation coellicients.

Thus, a set of the sign can be classificd using the
partition induced by the equivalence relation 7., with

the appropriate threshold o (12> a0 > 0).

N/Taow={a b ¢ d ¢},
N/los = {[a,c], e, d, b},
N/Tor={]a,e.c], d, b},
X/ = { [a,e.c], [d.0} },
X/ Ton = X/ Ton = { [0 e,e.d,b] ).

il

=1

1

Consequently, for every monotonically decreasing li-
nite sequences of thresholds (1> oy 2>y > 002 o >
0, the k-level hierarchy clusters in the form of a den-
drogram can be obtained as shown in Fig i, However,
to construct the dendrograin is not onr present purpose.
The reason is that the siimlarity measure S(A, 3) has

a feature of the curve cos? 0. Thal is, as the similarilics
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are close the maximum ( S(A, B) = 1), gains of noise
factor (i.e., inflection } can be ignored. Therefore, The
low-level clusters { < 0.5 ) are not necessary for our
purpose. We want to find the significant sign families

than to obtain hicrarchy structures.

0.8 a e c d b
0.7 a 1 0.8]0.7|0.3 0.3
0.3 e 0.8 1 ]0.7(0.3 0.3
¢ (0.7 0.7 1 |0.3 0.3
djo.3 0.3 0.3|]1 0.5
b]0.3 0.3 0.3/0.5 1
0.5

Fig H: The k-level hierarchy clusters: dendrogram

4.3 An Experiment

To make discussions simpler, we used the sample
data of MMDs (129 entries) including two kcy-word:
(characters) of [T (mouth) 71 entries and & (lips) 5
entrics; becanse, a word % can be identified with a word
1 in Japanese language. We wanted to obtain the re-
sults from extracting sign families rather than to obtain
the hierarchy structure or the form of a dendrogram.
The purpose of classifications 1s to focus on the mini-
mal pairs of signs.

By mierging the identical data that means S(A, B8) =
The total
0.6 are 25

pairs, and a 31 x 31 similarity matrix is obtained. Then,

1, 129 entries arc merged nto 101 entries.

amount, of sign pairs satisfying S(A, 3) >

the similarity matrix is transformed into a transitive
malrix, and the equivalence classes can be obtained as
shown in Table 6.

We classified given signs (129 entries) into 1 clusters
and found that the largest amount of sign family is 4%
VY (RED)-lamily as follows:

K (rod),
ity), FINED) (Sunday), &K (five), HU# (express), Y & T
(apple), ML (blood), and so on.

23 entries : T (strawherry), M1z (hered-

This sign family has an essential common MMD
i TONERE TEIZH Tz

I"ig.7, and has semantic component “red”.

and motion in
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That is, #122 (heredity) derived from " blood”, 11
H (Sunday) derived from the red munerie in the calen-
dar, and #G% (express) derived from the red-stamp on
the letter; and so on.

Consider, for example, a family of signs { 3§,
AL Lk B % ) ieans {sally, Worcester —
sanee, peper,ved — paper, astringent}. The family has
an essential common semantic coinponent, which imeans
"not sweet” represented as crooking all of {ingers, The
difference of a pair( W (salty), #%V (astringent) ) is

whether to be rotated or up and down.

&

~\-

AN/

(DEAFA AT A F &
Ny TR E L FE %,

WAL &I 7ohF 4
AODFTEHY,

Iig 8: Signs of W (salty) and #%4 (astringent)

5. CONCLUDING REMARKS

We have proposed a new classification method for
signs in JSL. The method is based on the similarity
between the verbal deseriptions of signs, called Man-
wal Motion Description (MMD). The similarity of signs
can be considered as an internal angle between fea-
ture vectors represented as points in the n-dimensional
Ivchdean space. By computing feature vectors of n
properties from MMDs and plotting them e the -
dimensional Enclidean space, an angle between two vee-
tors can be considered as the similarity between the two
signs, As a classification method, we have introduced a
finite set of signs divided into equivalence classes on the
equivalence relation with the & level.

As [urther rescarch directions, we will apply this
similarity measure to the retrieval of the siimilar signs in
Sign Flectronic Dictionary (SED). When we look at an
unknown sign, il the sign motion image can be repre-

sented using the form of MMDs, the best matched sign

or the sign farmmly can be retrieved by computing the
sinnjarity among a given MMD and MMDs of signs in
SkED.
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