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Abstract

We present an approach to lexical knowledge rep-
resentation where diffcrent uses of the same word
can be conflated into a single meta-entry which en-
codes regularities about sense/usage extensibility.
This approach makes it possible to solve lexical
ambiguities by using contextual information dur-
ing language processing to ground underspecified
word entries, and can be efficiently implemented
within a typed feature structure formalism.

1 Introduction

One of the central aspects of lexical knowledge, per-
haps the most significant in characterizing the creative
aspect of language use, is our ability to generate appro-
priate uses of words in context. This ability is usually
exercized by manipulating semantic and/or syntactic
properties of words to achieve desirable collocational
settings. Some illustrative cxamples are given in (1)
where

e move can be interpreted as a psychological verb
when used transitively with a sentient direct object,

e enjoy can take either a noun or verb phrase com-
plement when used in the ezperience sense (Puste-
jovsky, 1991, 1993; Briscoe, Copestake & Boguraev,
1990),

e accord is synonymous with either agree or give/grant
depending on its valency (Poznanski & Sanfilippo,

1993), and

¢ the occurrence of a directional argument with swim
triggers a shift in aspectual interpretation.

(1) a. Please move your car
Her sadness moves him
b. John enjoys the book
John enjoys reading the book
c. The two alibis do not accord
They accorded him a warm welcome
d. John swam for hours
John swam across the channel

Although the precise mechanisms which govern lexi-
cal knowledge are still largely unknown, there is strong
evidence that word sense extensibility is not arbitrary
(Atkins & Levin, 1991; Pustejovsky, 1991, 1994; Ostler
& Atkins, 1991). Por example, the amenability of a
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transitive verb such as mouve to yield either a movement
or psychological interpretation can be generalized to
most predicates of caused motion (e.g. agilale, crash,
cross, lifl, strike, sweep, unwind) with the causer cor-
responding to the stimulus argument and the theme to
the experiencer. Similarly, the option of either a noun
or verb phrase complement for enjoy can be extended
to many other psychological verbs with experiencer
subjects (e.g. hate, like, prefer), and verbs of undi-
rected motion in English (e.g. carry, drive, floal, push,
run, swim, walk) can subcategorize for an expression of
completed path so as to yield a telic/directed interpre-
tation (Talmy, 1985; Sanfilippo ef al., 1992; Sanfilippo,
1994). Moreover, the metonymical and metaphoric
processes which are responsible for sense/usage exten-
sions appear to be subject to crosslinguistic variation.
For example, the “mecat vs. animal” alternation that
is found in English — viz. feed the lamb vs. eal lamb
— is absent in Eskimo (Nunberg & Zaenen, 1992) as
well as in Dutch where nominal compounding is used
instead — e.g. lam vs. lamvlees (Copestake & Sanfil-
ippo, 1993).

Iixamples of this sort show that our ability to extend
word use in context is often systematic or convention-
alized. As Pustejovsky and Boguraev (1993) point out,
traditional approaches to lexical representation assurne
that word use exlensibility can be modeled by exhaus-
tively describing the mcaning of a word through closed
enunieration of its scnses: each sense corresponds to a
predefined context. This practice has largely charac-
terized the compilation of dictionary entries in the lex-
icographic tradition and has consequently influenced
the shape of computational lexicons since the large
scale construction of such lexicons has typically in-
volved semiautomatic knowledge acquisition from ma-
chine readable dictionaries (Carroll & Grover, 1989).

Word sense enumeration provides highly specialized
lexical entries, but

o it fails to make explicit regularities about word sense
extensibility which are necessary in promoting com-
pactedness in lexical description,

e it is at odds with our ability to create new word uses
in novel contexts, and

e it generates massive lexical ambiguity.

The use of lexical rules to gencrate dilferent uses of a
word from a kernel entry (Copestake & Briscoe, 1991;
Sanfilippo, 1994) provides a principled alternative to
word sense enumeration and can be made to cater for
novel uses of words. However, it is nol clear whether
this practice can address the question of lexical ambi-
guity successfully as there 1s no known general control



regitne on lexical rules which would deterministically
restrict polysemic expansion without precmpting the
generation of possible word uses.

The goal of this paper is to show how a more dy-
namic approach to lexical specification can be used
to tackle the problem of lexical ambiguity and at the
same time to model creative aspects of word usage. In
particular, onr objective is to present ways in which
word sense enumeration can be eschiewed by conflating
different word senses into a single meta-entry which
allows sense/usage expansion without reliance on co-
creive operations such as lexical rules. This approach
is implemented within a typed feature structure for-
malism where word sense conflation can be expressed
in terms of lexical type underspecification: a word en-
try is assoclated will a lexical type haviug subtype
extensions which describe possible uses of the word,
This approach makes it possible to solve lexical am-
biguities by using syntactic and semantic contextual
information during language processing to ground un-
derspecified word eniries.

2 Lexical Polymorphism and Type
Resolution

Our points of departure are (i) the polymorphic ap-

proach lo lexical S])((l[l(dtl()ll of Pustejovsky (1991,

1993) and (i1) the Attribute Logic Engine (ALTE) for-

malism developed by Carpenter (1992a, 1992b).

Following Pustejovsky, we adopl an integrated mul-
tilaycred representation ol word meaning which incor-
porates salient aspects of world knowledge and where
different uses of the same word are conflated into a sin-
gle meta-entry. Vor example, a verb entry is assigned
a lexical type which provides a specificaiion of both
argument and event structure including thematic and
collocational (e.g. qualia) propertics of its participants
and can be extended to achieve contextual congraity
(sce below). In conlrast with Pustcjovsky, however,
we do not use coercion as a main generative device to
enforce sense extensions. True cocrcion imvolves type
shifting which is operationally equivalent to a lexical
rule (Pustejovsky, I()()‘i) (30119(‘(1110ntly, the genera-
tion of sense extensions by coercion is ultimately of
little avail in reducing lexical ambiguity, as was noted
earlicr for lexical rules.

Rather than using coercion, we encode  lexical
polymorphism by type underspecification and gener-
ate sense extensions using, contextual information to
ground lexical items. We provide such a specifica-
tion of lexical structure within Carpenter’s ALE us-
ing a HPSG-like grammar formalism (Pollard & Sag,
1992).  'This grammar formalisin integrates a neo-
Davidsonian approach to verh semantics (Parsons,
1990) where thematic roles are defined as prototypical
notions (Dowty, 1991), sce Sanfilippo (1993). Lexical
types are arranged into an inheritance hierarchy with
polymorphic types as intermediate nodes; each type
can be associated with constraints expressed in terins
of attribute-value pairs. For example, the lexical type
of synsem for au intransitive verb such as swim is de-
fined so as to subsume the types iv_andiv_syuseimn
and iv_obl_dir_synsemn which cliracterize the two
uses of the verb exemplified in (1d). This is shown
in the type latlice fragment in Fig 1 where

e upper-case characters are used for attributes and

bold lower-case for types (many details arc omitted

for ease of exposition)

e dyn_eve is a sort for non-stative eventualities (i.c.
it subsumes processes and telic events)
e pred is ecither a lexical or logical predicate

(lex_pred, c.g. swim; log_pred, ¢.g. and)
¢ loc_chng is a thematic sort which characterizes par-

ticipants undergoing change of location
o dir_prep is a sort for prepositions which express a

divected path (e.g. to, across).

Because swim in the lexicon is assigned the underspec-
ificd type iv_undir_or_iv_obl_dir_synsem, it can po-
tentially combine with a complement and the subject
arguiments, or the subject only. In the first case, the
complement list would be nou-cinpty with its head in-
stantiating a pp_synscm (prepositional phrase). The
value for the path SYN:LOC:COMPS would thus re-
solve to the type pp.comp list which as shown in
(1) is the singleton list coutaining a pp_synsem.
This is simply because e_or_pp_comp_list is defined
as having subtypes e list - - the cmpty list - - and
pp-comp_list as shown in (5).

In a typed feature structure formalism with gen-
eralized recursive type resolution (Pollard & Sag,
1992:ch. 1; Carpenter, 1992a:ch. 15), the ground-
ing of c_or_pp_comp.list to pp_complist would
suflice to solve iv_undir_or_iv_obl_dir_synsem to
iv_obl_dir_syusem. Instantiation for the head of the
complist during parsing would then be suflicient to
determine which use of the verb is contextually appro-
priate. Blegant as it might seem, however, generalized
recursive type resolution leads to computational inef-
ficicncy. Moreover, if we assume that lexical entries
are sort-resolved during rule application, it is difficult,
pethaps fimpossible) to avoid multiple solutions for an
underspecified lexical item when its rule context can-
not lead to deterministic disambiguation. 'I'his would
be the case when parsing a verh such as bring with a
noun phrase complement. As can be inferred with ref-
erence to the three uses of the verb exernplified in (2),
three solutions are possible until either the subject or
the next complement is parsed:

(2) a. Mary brought I'ido
. Mary brought Fido to the party
c. Mary ‘)1()ug] i Tido a cookie

We tried to achieve a more efficient and determinis-
tic treatment by developing special-purpose facilities
which make available a guided approach the sort reso-
tution. The hasic intuition underlying such an attempt
is that for every class of lexical ambiguity there is a spe-
cific word substructure whose iustantiation is essential
for disambiguation. For example, valency ambiguitics
for verbs can be gencerally resolved with reference to
their complementation structure, as noted above for
the two uses of swim in (1d). Likewise, the ambiguity
of nominals such as lamb which can be used as cither
sitnple nouns or nonn phrases in English (c.g. feed the
lamb vs. eat lamb) can be contextually resolved with
reference to determiner selection.

We used procedural attachments to rules to support
coutextually guided resolution of polymorphic lexical
types. The ALE environment provides rather conve-
nient Tacilities to carry out this imaplementation in the
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iv_undir_ordv_obl dir_synsemn

verb_loc
SYN:LOC =

SEM:[

)

iv_or_iv_obl.sem
IND = [f]dyn._eve

iv.undir_synsemn
verb_loc
np_synsem
SUBJ = [SEM:IND = [0
COMPS = e list

iv_or_iv_obl.sem
IND = [0] process
RESTR = and(lex_pred{([]) ,

loc—chng(@, @ obj))

SYN:LOC =

| |

SUBJ = mp-synsem
COMPS = e_or_pp.comp_list

RESTR = and(lex_pred([d]) , pred(args))

/\

iv.obl_dir_synsem

L

]
|

np-syunsem
SEM:IND =

verb_loc

SUBJ =

|

SYN:LOC = pp-comp_list
comrs = | np = | BRYIE }
TL = elist
iv.ordv_oblsem

IND =
RESTR = and(lex_pred((0]) , and(loc.chng(@,[l) ,
dir_prep(0] , [Fobj)))

SEM = [

Figure 1: Using type subsumption to encode lexical polymorphism.

form of Prolog-style clauses where first-order terms are
replaced with attribute-value descriptions. For exam-
ple, given a definition of list as in (3a), the list-
membership predicate can be defined as in (3b) where
X is a typed feature structure (Carpenter, 1992b:ch.

4).

(3) a. 1ist sub [e_list, ne_list,
comp_list, ...].
e_list sub [].

ne_list sub [ne_comp_list,
intro [hd:bot,

t1l:1ist].

b. member (X, hd:X) if true.

member (X, tl:Xs) if member(X,Xs).

2]

Using the membership predicate above, we can define
the ALE definite clause in (4) which would resolve
polymorphic verb_synsem types by checking them
against a list of unambiguous synsem types for con-
sistency.

(4) solve_head_type(Lex_Type) if
member (Lex_Type, [iv_undir_synsem,
iv_obl_dir_synsem,..

.

solve_head_type can be integrated with grammar
rules as shown schematically in Fig 2 so that
a verbal head cxhibiting valency ambiguity (e.g.
iv_undir_or_iv_obl_dir_synsem) with contextual in-
stantiation of its list of complements — e list or
pp-comp_list, as defined in (5) —— would return a fully
resolved FS (iv_synsem or iv_obl_synsem in Iig 1).

This way of carrying out lexical type resolution has
computational overheads which tend to grow propor-
tionally to the number of unambiguous lexical types.
This is simply because lexical type resolution is done
by unifying underspecified synsem FSs against a list
of unambiguous lexical synsem FSs using the mem-
bership predicate: the longer the list, the heavier the
computational overhead. With about thirty unam-
biguous verb types, we found that the disambiguation
of polymorphic lexical types using solve_head_type
with simple sentences was slower than enumeration of
cach distinct option through lexical disjunction -— al-
though the difference in performance tended to con-
verge as we tried timing longer and more complex sen-

698

phrase
[SYNSEM:SYN;[,OC:COMPS = comp_list] =
sign
synscim
HEAD " comp_list
SYNSEM = SYN:LOC:COMPS = | HD = [
TL = 2]
. sign
CoMP [SYNSEM = msynsem]

GOAL solve head_type(m)

Figure 2: Simplified IHead-Complement Rule with
solve_head _type integrated as a goal.

tences.

(5) comp_list sub [e_list, ne_comp_list,
e_or_pp_comp_list].
e_list sub [].

ne_comp_list sub [pp_comp_list,

intro [hd:synsem,

tl:comp_list].
e_or_pp_comp_list sub [e_list,

pp_comp_list].

.

pp_comp_list sub []
intro [hd:pp_synsenm,
tl:e_list].

Some improvements were obtained by climinating the
membership function and simply listing all possibili-
ties as facts, e.g. solve head type(iv_undir _synsem)
if true., solve head_type(iv.obl dir_synsem) if
true. However, we thought that better results yet
could be achieved by exploiting conditions on con-
straint introduction rather than using unification with
the list of unambiguous synsem FSs.

Since in ALE path values can be introduced as con-
straints, an attribute and its value can be used to re-
tricve the type at which that value was introduced:

| ?- restricts(Type,hd,pp_synsem).

Type = pp.comp_list

Our basic idea was to define a recursive definition of
this facility and use it as a procedural attachment on
rules to cnhance lexical type resolution during lan-
guage processing. For example, we could use the value
for the head of the comp_list of a verb — as provided



in the course of rule application - - and the path at

which such value occurs to resolve the verl’s lexical

type, e.g.

| ?- rec_restricts(iv_or_iv_obl_synsem,
syn:loc:comps:hd:pp_synsem,
SubType) .

SubType = iv_obl_synsem

This allowed us to carry oui ambiguous lexical type
resolution without having to chieck type compatibility
against a list of unambiguous lexical types.

We devised a version of rec_restricts which given
an ambiguous lexical type and the resolving contraint
returns the appropriate grounded type by

1. retrieving all the minimal subtypes of the ambiguous
type

2. collecting the constraints of each subtype into a list

3. returning the subtypes whose list of constraints in-
clude the resolving constraint.

The Prolog code for this algorithm is as shown be-
fow, where sub, intre and cons are ALE predicales
which encode subsumption, featurc introduction and
constraint declaration,

rec_restricts(AmbigType,Cons,GroundedType): -

findall(Type, (sub_type(AmbigType,Type),
(Type sub [] ; Type sub [l intro _)),
SubTypes) ,

nember (GroundedType, SubTypes),

SubType cons Consl,
term_expansion(Consi,[]1, [],ListCons),
member_cons (Cons,ListCons) .

rec_restricts is called from withiu solve head_type
which was redefined as a two place predicate whose
arguments are: a (polymorphic) syusem type, and its
resolving contraint as provided during the course of
rule application, e.pg.

solve_head_type(iv_undir_or_iv_obl_dir_synsem,
pp_synsem).

In the compiled code for solve_head_type, Lhe unani-
biguous lype given as output by rec restricts (e.g.
iv.undir_synsem) is used to resolve the inuput poly-
morphic type (iv_undir_or_iv_obl dir synsem) using
unification of (atomic) synsem types rather than fully
fledged FSs. This solution proved to be far more ef-
ficient than the previous one and never yielded worse
results when compared to the enumeration of each dis-
tincet verb valency option through lexical disjunction.

3 Initial Results and Envisaged
Improvements

Using the treatient outlined above, we have developed
a type lattice covering all major complementation pat-
terns for English and German (over 30 frames) with
a variety of intermediate polymorphic types describ-
ing possible clusters of subcategorization options. At
the same time, we have started to exploit the same
technique for dealing with other cases of lexical am-
biguity, such as the ability of nominals to function as
either nouns or noun phrases, e.g. John drank beer/a
beer/beers/the beers. Preliminary results are very en-
couraging. T'or example a verb such as went which can

be nsed as either a transitive (want a beer), subject
equi (wanl to sleep) or object raising verb (want Mary
to sleep) will only produce a single chart edge when
followed by a VP complement, e.g.

(6) | 7~ derivation([want,to,sleepl).

0 want 1 to 2 sleep 3
0 _________
1 _________
2 ___________________
3 _________
4 ____________________________________

With simple structures as the one in (6), the ad-
vanlage in using polymorphic lexical types with sort
resolution as compared to word sense emuneration
by lexical disjunciion is minimal even though fewer
chart edges are built. This is because there is a con-
stant overhead when doing polymorphic type resolu-
tion through solve head_type which in these cases
is equivalent to building a few more lexical edges.
With more complex sentences, however, this overhead
is soon offset, and the benefits of using lexical poly-
morphisin become manifest. For example, the analysis
of a sentence like John likes that they want lo come
using polymorphic verb types produced 23 edges and
was about 15% faster than the analysis yiclded using
a lexicon with verb usage enumeration where 34 edges
were built.

We are also confident that we can improve the per-
formance of our approach in at least two regards.

Pirst, we can reduce the computational effort cur-
rently used in ensuring that the input lexical type to
gsolve_head type has not been altered as a result of
some previous rule application.  Such a measure is
nceded, for example, when a verh with polymorphic
type undergoes morphological combination before the
head-complement rule applies. In this case, the se-
mantics of the verh would be altered with a conse-
quent loss of the original (polymorphic) lexical type.
This would make lexical type resolution hmpossible,
We must thercfore avoid destructive modifications of
the original lexical type while resolution of such type
is still possible by iutroducing in the sign a structure
where the semantics of the bound morpheme is stored
until all verbal arguments are consumed. The stored
scmantics 1s then retrieved using procedural attach-
ments. This retrieval is computationally expensive as
it is carried out by means of procedural attachments,
and we are now investigating the alternative of build-
ing the resulting semantics on line where it is currently
stored.

Second, we can make lexical type resolution by
rec restricts more detcrministic in those cascs
where the solving constraint does not lead to a unique
solution, as discussed carlier with reference to the verb
bring. In the lexicon, bringis assigned the polymorphic
type tv_or_tv_obl.or ditrans_synsein which sub-
sumes the three uses of the verb exemplified in (2):
tv.synsem in (2a), tv_oblditrans _synsem in (2b),
and ditrans_synsem in (3b). Because the three sub-
types are consistent, with a direct object subcategoriza-
Lion, rec_restricts cannot provide a unique solution
when parsing bring with a noun phrase compleiment.
This is because rec_restricts carries out sort resolu-
tion of a polymorphic type by checking consistency of
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the discriminating constraint against all minimal (most
specific) subtypes of the polymorphic type. Conse-
quently, rec_restricts would return three solutions
for bring using the instantiation for the head of the
comp_list to np_synsem, as would the use of gener-
alized recursive constraint resolution. In our approach,
however, this inadequacy can be easily redressed by

o changing rec_restricts so that sort resolution is
done by returning the maximal (least specific) sub-
type of the input polymorphic type at which the
discriminating constraint is introduced, and

e modifying the grammar so as to support such a
change.

As long as the same constraint is not introduced
at several subtypes for each polymorphic type to be
solved, these changes will ensure that sort resolution
by rec_restricts is always deterministic.

4 Conclusion

If the computational analysis of natural language is
to approach the ease with which language users man-
age the contextual determination of word usage, an
approach to lexical ambiguity is needed which capi-
talizes on the regularity of sense extensions to avoid
undiscriminated generation of word uses during sen-
tence processing. Our proposal to achieve this objec-
tive is to use lexical polymorphism with deterministic
contextual sort resolution within a type feature struc-
ture formalism. Such a proposal is based on the intu-
ition that for each class of lexical ambiguity there is
a word substructure whose incremental instantiation
provides sufficient discriminating information to select
a unique solution. We have shown how a first imple-
mentation of such an approach can be realized for the
domain of verbal diatheses and envisaged how further
refinements can be carried out to arrive at a full spec-
ification. Although it is too early to establish whether
or not the approach can be made to handle all kinds of
lexical ambiguity, initial results suggest that our treat-
ment is effective, efficient and has natural applications
in domains other than verbal diatheses.
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